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PREFACE 

The purpose of this Handbook is to provide, in highly accessible form, selected 
critical data for professional and student solid Earth and planetary geophysicists. 
Coverage of topics and authors were carefully chosen to fulfill these objectives. 

These volumes represent the third version of the “Handbook of Physical Constants.” 
Several generations of solid Earth scientists have found these handbooks to be the most 
frequently used item in their personal library. The first version of this Handbook was 
edited by F. Birch, J. F. Schairer, and H. Cecil Spicer and published in 1942 by the 
Geological Society of America (GSA) as Special Paper 36. The second edition, edited 
by Sydney P. Clark, Jr., was also published by GSA as Memoir 92 in 1966. Since 
1966, our scientific knowledge of the Earth and planets has grown enormously, spurred 
by the discovery and verification of plate tectonics and the systematic exploration of the 
solar system. 

The present revision was initiated, in part, by a 1989 chance remark by Alexandra 
Navrotsky asking what the Mineral Physics (now Mineral and Rock Physics) Committee 
of the American Geophysical Union could produce that would be a tangible useful 
product. At the time I responded, “update the Handbook of Physical Constants.” As 
soon as these words were uttered, I realized that I could edit such a revised Handbook. 
I thank Raymond Jeanloz for his help with initial suggestions of topics, the AGU’s 
Books Board, especially Ian McGregor, for encouragement and enthusiastic support. 
Ms. Susan Yamada, my assistant, deserves special thanks for her meticulous 
stewardship of these volumes. I thank the technical reviewers listed below whose 
efforts, in all cases, improved the manuscripts. 

Thomas J. Ahrens, Editor 
California Institute of Technology 
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Astrometric and Geodetic Properties of Earth 
and the Solar System 

Charles F. Yoder 

1. BACKGROUND 

The mass, size and shape of planets and their satel- 
lites and are essential information from which one can 
consider the balance of gravity and tensile strength, 
chemical makeup and such factors as internal tempera- 
ture or porosity. Orbits and planetary rotation are also 
useful clues concerning origin, internal structure and 
tidal history. The tables compiled here include some of 
the latest results such as detection of densities of Plute 
Charon from analysis of HST images and the latest re- 
sults for Venus’ shape, gravity field and pole orientation 
based on Magellan spacecraft data. Data concerning 
prominent asteroids, comets and Sun are also included. 

Most of the material here is presented as tables. They 
are preceded by brief explanations of the relevant geo- 
physical and orbit parameters. More complete explana- 
tions can be found in any of several reference texts on 
geodesy [log, 741, geophysics [56, 58, 1101 and celestial 
mechanics [13, 88, 981. 

2. GRAVITY FIELD SHAPE AND INTER- 
NAL STRUCTURE 

External Gravity Field: The potential external of 
a non-spherical body [log, 571 at latitude 4 and longi- 
tude X and distance ~(4, A) > & can be represented as a 
series with associated Legendre polynomials, P,j (sin $), 
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cos X + &j sin X) Pnj, (1) 

and j 5 n. The zonal Legendre polynomials P,o(z) for 
n < 7 are 

PO0 = 1 
PI0 = z 
Pzo = (32 - 1) /2 

(2) 

Higher order zonal functions can be derived from 

Pno = $&-(2 - 1)“. 0 (3) 

or from the recursion relation 

(n + l)Pn+l,O = (an + l)zP,,o - nPn-i,o (4) 

The tesseral (j < n) and sectorial (j = n) functions can 
be deduced from 

P,j = cosc#J-$P~o. (5) 

Thus PII = cosq5, PSI = 3sin4cos4, P22 = 3~0~~4, 
etc. 

Surface topography can be expanded in similar fash- 
ion with &C,,, and R,Szm as coefficients of the re- 
spective Legendre functions. 

Gravity Field Expansion Coefficients: The di- 
mensionless gravity field coefficients Cnj : S,q of har- 
monic degree n and tesseral order j are related to the 
following volume integral. 

1 
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(C . s .) 
n3 . n3 

= (2 - !id b - j>! x 
MR,” (n +j)! 

n 

.I dVp(r)PP,j(sin#) (cosjX’ : sinjX’) 

where d* and X’ are the latitude and longitude at inter- 
nal position r(@, X’). 

Both surface undulations and internal density varia- 
tions contribute to the effective field. For an equivalent 
representation in terms of just density variations, then 

p(r) = c (P,cj (4 : P:jwx (7) 
CS,n,j 

and 

P,j(Sin 4) (COSjO : sinjo), 

(G&j : Snj) = 47T 
s MR,n(2n + 1) s 

R= drm+2p,cj:s(T-). (8) 

A first order estimate of the contribution of uncom- 
pensated topography with radial harmonic coefficient 
Cz to gravity is given by [12] 

(6) 
U~=~~~(~~j+~~j) --(2n+I)~, (13) 

n=O j=o 

where ps and p are the crustal and mean densities, re- 
spectively. 

Airy compensation, where surface topography of a 
uniform density crust with average thickness H is com- 
pensated by bottom crustal topography, has external 
gravity which is smaller by a factor of (1 - ((Re - 

fWL)n+2). 
J,: The usual convention for representation of the 

zonal coefficients is as J,, 

J, = -c,o . (10) 

The normalized C,j : S,j coefficients are 

(Cnj : Snj ) = Nnj (Cnj : Snj ) . (11 

The normalization factor N,Q is 

Nzj = y 1' cos&@P;j 

-$ 

(I+ 6jO) (n + j)! 

= 2(2n+l)(n-j)! 

(12) 

Kaula’s Rule: The gravity field power spectra func- 
tion ug for many solid planetary bodies tend to follow 
Kaula’s rule, 

where u is constant and Q is 21 4 . A similar scaling is 
found for topography with 

t2 
ut - n(n + 1). 

and t a constant. 

(14) 

Moments of Inertia: The 2nd harmonic coefficients 
are related to the moments of inertia tensor Iij where i 
and j = 1,2,3 correspond to the {z, y,~} axes,‘respec- 
tively. 

MR&, =- C- ;(B+A) 
> 

, (15) 

MR,2C21 = -Il3, MR,2S21 = -123, (16) 

MR:Czz = ; (B -A), (17) 

where C, B and A are the principal moments about the 
z, y and 2 axes, respectively (that is, C = 133, B = 122 
and A = 111). Th e coordinate frame can be chosen such 
that the off-diagonal Iij vanish and C > B > A and is 
significant as it represents a minimum energy state for a 
rotating body. The choice for R, is somewhat arbitrary, 
although the convention is to choose the equatorial ra- 
dius. The moment for a uniform sphere is gMR2, and 
if we wish to preserve the 2/5 coefficient for the mean 
moment I = (A + B + C)/3 for a triaxial ellipsoid, then 
R, = (a” + b2 + c2)/3 is the appropriate choice. The 
volumetric mean radius RV = G and differs from R, 
in the second order. 

The potential contributions from surface topography 
can be appreciated from a consideration of a uniform 
triaxial ellipsoid with surface defined by 

(;)2+ (;)2+ (:)“= 1. (18) 
The harmonic coefficients and maximum principal 

moment for a triaxial ellipsoid with body axes a > b > c 
and with uniform density are (to 4th degree) 

15 
c40 = -c&, 

7 (21) 

15 
c42 = -c2oc22 , 

14 (22) 



YODER 3 

(32) 

c = i (a2 + b2) M = I - ~MR$~~. (24) 

while from symmetry the coefficients with either odd 
degree n or order j vanish. 

Hydrostatic Shape: The hydrostatic shape [24, 18, 
1241 of a uniformly rotating body with rotation rate w, 
and radial density structure is controlled by the rotation 
parameter m and flattening f, 

W2Cb3 m=a- a-b 

GM ’ 
f=---. 

a (25) 

Other choices for the spin factor which appear in the 
literature are m, = wzba2/GM = m(1 - f), m, = 
wiRz/GM 2: m,(l - gf”) and ms = wza/ge. The el- 

1ipticity 2 = &-qqQ is sometimes used instead of 

f. 
The relationship between Jz,J4 and f ( f= f (1-i f) 

and Fiji, = m,(l - $ f) ) is [24] 

(26) 

(27) 

An expression for the hydrostatic flattening, accurate 
to second order, is [50] 

f=i(mv+3J2) l+iJZ +iJ4. 
( > 

The mean moment of inertia for a fluid planet is also 
related to f and m through an approximate solution to 
Clairaut’s equation. 

(29) 

where 17 = dln f(z)/dl n z is the logarithmic derivative 
of the flattening, and p,,(z) = 3g(z)/4ra: is the mean 
density inside radius x, and is proportional to gravity 
g(x). The solution of (29) results in a relationship be- 
tween f, m and the mean moment of inertia I which is 
only weakly dependent on the actual density profile for 
solid bodies. 

1~fMR:[1-;(&)/$%$ (30) 

,2E;f+($-2) (8m;;3f)j (31) 

i@?) = 
l++$j$-~ 

d-7 
(33) 

Both Sr and 52 are small for terrestrial planets (e.g. 
-0.0005 <Sr 5 0.0008 and 0.48m 5 Ss < 0.8m ). For 
Earth, 61 = -0.00040 and 52 = 0.49m . The above 
relationships connecting f, m,, and J2 appear to be 
self-consistent for the giant planets though significant 
surface zonal winds are observed. However, the factor 
Sr can be relatively large (0.05 < Sr < 0.08) for a variety 
of plausible giant planet interior models [51], such that 
(30) provides an upper bound on I/MR2 for 61 = 0. 

A satellite’s shape is also influenced by secular tides 
raised by the planet. The spin factor is augmented by 

the factor 
[ 
1 + $ (n/~,)~ (1 - g sin “c)] for non-synch- 

ronous rotation. Here rr is orbital mean motion, w, 
is satellite spin rate and E is satellite inclination of its 
equator to the orbit. Most satellites have synchronous 
rotation for which the hydrostatic shape is triaxial. The 
expected value for the ratio (b-c)/(a-c) is l/4 for small 
m [20, 301. A first order solution relating the flattening 
fi = (a - c)/a , gravity factor J1 = J2 + 2C22 and spin 
ml = 4m is obtained by replacing these factors (i.e. 
f + fi, J2 ---f J1 and m + ml) in (26). 

Surface Gravity: The radial component of surface 

gravity s(r, 4) f or a uniformly rotating fluid body is 

9= 9 1+$J2($)2(1-3sin2$) 
( 

-m (~)“cos”~ 
> 

. 

The equatorial gravity is 

(34) 

(35) 

GM 
ge = da, 0) = 7 

while the polar gravity is 

(37) 

Geodetic Latitude: The geodetic (or geographic) 
latitude 4’ measures the angle formed by the surface 
normal vector on the plane of the equator and is related 
to the geocentric latitude 4 by (see Figure 1) 

tan&= b 
0 

2 

tan4=(1- f)2tanq5. (38) a 

An expansion for the difference angle is 

q5 - 4’ N ?sin 24’( 1 - 2f^sin 2#), (39) 
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where 

f^= f(l - ;wv- f>“. 

Normal gravity to the ellipsoid is [74] 

r 
- = l+;e2-e(l-;c2) 

(40) a 

cosl-;e2cos2e-~e3cos3!(48) 

The natural (2, y, z} coordinates of the orbit which 
lie in the {z, y} plane are 

ag, cos ‘4’ + bg sin 2+’ 
9= 

P 

a2 cos 2@ + b2 sin 24’ 
(41) 

3. ORBITS AND THEIR ORIENTATIONS 

Orbits of all planets and satellites are slightly ellip- 
tical in shape where the orbit focus lies at the primary 
center of mass and is displaced from the ellipse center 
of figure by ea, where e is the orbit eccentricity and 
a is the semimajor axis. The ratio of minor to major 
axes of the orbit ellipse is dm. The rate that area is 
swept out relative to the focus is governed by the Keple- 
rian condition r”&f Econstant where the angle f (true 
anomaly) is measured relative to the minimum separa- 
tion or pericenter. The mean motion n = & (e + w + s2) 
and the orbital period is 27r/n. The radial position is 
governed by the following two relations which connect 
the radial separation r, semimajor axis a, eccentricity 
e, true anomaly f and mean anomaly e (which varies 
linearly with time for the strictly two body case), 

a(1 - e2) 

‘= l+ecosf 
; sin@+ ayz) = .y&. (42) 

If f is known, then r and ! are found directly. On the 
other hand, if e (or the time relative to perihelion pas- 
sage) is known, then f and r can be obtained by itera- 
tion. An alternative is to employ the eccentric anomaly 
E which is directly connected to f and e. 

tan :E, (43) 

r cos(f + w) 
r= 

[ I 

rsin(f + w) (49) 
0 

The spatial orientation of an orbit relative to the 
ecliptic and equinox is specified by three Euler‘angles: 
longitude of the ascending node fi describing the posi- 
tion of the intersection line relative to a fixed point on 
the ecliptic, argument of perihelion w measured from 
the node to the pericenter and orbit inclination I. The 
(2, y, z} coordinates in this frame are 

re ---I= 
r 

[ 

COS(f + W) COS fl - cos Isin(f + w) sin S2 
COs(f + w) sin s1+ cos Isin(f + w) cos fl 1 (50) 
sin I sin(f + w) 

The ecliptic spherical coordinates (longitude 4 and lat- 
itude ,f3) of the position vector r, are defined by 

(51) 

The (2, y, z} planetary, orbital coordinates relative 
to an angular, equatorial coordinate frame centered in 
the sun depend on earth’s obliquity E and are 

ri3 = Rr. 

The rotation matrix R , by column, is cos fl 
R1 = [ 1 cosesinfi , 

sin e sin 0 

(52) 

(53) 

f= E-esinE, 

r=a(l-ecosE). 

(44) - cos I sin fi 
cosccosIcos52--sintsinI , 

(45) 
R2 = 

sinEcosIcosSl+coscsinI I 

(54) 

The eccentric anomaly E measures the angular position sin I sin s1 
relative to the ellipse center. 

For small e, the equation of center is [88] 
R3= - 

[ 

coscsinIcosa - sinccos I (55) 
- sinesinIcosR+cosccosI I 

f-t E e(2 - ae2) sine+ $e2sin2(+ ge3sin3(. (46) The geocentric position rk of a planet (still in equa- 
torial coordinates) is given by 

rk = rg + rg (56) 
where ro points from earth towards sun and rg points 

Similar expansions of a/r and r/a in terms of the mean 
anomaly are 

a 
- = 1 + e(1 - ie2) cosP+e2cos2~+~e3cos3~, (47) 

from sun towards planet. 
r R.A. and Dec.: The right ascension (Y and decli- 
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nation 6 of an object relative to earth’s equator and 
equinox (see Figure 2) are related to the components of 

r’g by 

2; = rcos(Ycoss 

Y; = rsinacosS (57) 
2; = rsinS 

If a translation is unnecessary, as with planetary poles 
of rotation or distant objects , then (57) can be used to 
relate the orbital elements to (Y and 5. The equatorial 
and ecliptic coordinates are related by 

[ 

1 0 0 
I-e= 0 cos E sine rg 

0 -sin6 cost 1 (58) 

Kepler’s Third Law: GMt = n2u3 (Mt = Mplanet + 
M satellite) for satellite orbits is modified by zonal plane- 
tary gravity, other satellites and Sun. The lowest order 
expression is [82, 791 

,2A3=GM++;Jz(~)2-fJ~($)2 (59) 

1 ng 2 
2 (N) (l- isin”a)+P) , -- 

p,l&!!ia l 
2 j QVfna>(1-~Q5)X (60) 

([cl+ sj)(l - a9) + 2aj”] by/z(aj) - 2&jb:/2(aj)) . 

where N and A are the observed mean motion and semi- 
major axis, respectively and E is the planetary obliquity 
to its orbit. The orbital period is 27r/N. The sum 
P gives the contributions from all other satellites of 
mass Mj and depends on Laplace coefficients by,,(a) 

and b:,2( ) h h t CY w ic in urn can be expressed as a series 

[88, 131 in CY = Q/U>. For a given pair, a< and a> are 
the semimajor axes of the interior and exterior satel- 
lites, respectively. The factor Sj = 1 if a < aj and 
Sj = -1 if a > Uj. 

Laplace Coefficients: The expansion of the func- 

tion A-’ = (1 + o2 - 2a cos x) -’ is 

(61) 

The general coefficient g ((Y) is 

bgcy) = 2 
s lr 0 

rdxcosjx(1+a2-2acosx)--d (62) 

= 
Us+3 

2d r(s)l?(j + 1) p c Cj8qQzq, 

Cj.34 = 
( 

I+ + q)r(s + j + dr(j + 1) 

r(s)r(s + jpv + 1+ drh + 1) ) (63) 

I’(x) = (x - l)I’(x - 1) is the Gamma function. Also, 
I’(1) = 1 and I’(1/2) = J;;. 

Apsidal and Nodal Precession: The satellite node 
and argument of periapse also precess and the lowest 
order expressions are [82] (w” = w + a) 

d 
p $N (%)’ (Jz - gJ4 (%)’ - ;J;) + (64) 

i (%)‘(2 - COSE - % sin’c) + NP) 

-$-k -;N (%)” (J2 - ;J4 (2)” - ;J;) - (65) 

4 (%)’ (1 - ; sin’c) - NP). 

Here P is the contribution from other satellites and is 

(66) 

(67) 

Invariable Plane: The action of the sun causes 
satellites to precess about the normal to the invariable 
plane (also known as the Laplacian plane), which is in- 
clined by i to the planetary equator, and defined to 
lowest order by 

2Jzsin(2i) = ($)’ (1 - e2)-1’2sin2(c - i). (68) 

The invariable plane normal vector lies between the 
planetary spin vector and planetary orbit normal and 
the three normals are coplanar. 

Planetary Precession: The precession of a planet’s 
spin axis (if we ignore the variations induced by the 
motion of planetary orbit plane [64]) resulting from the 
sun and its own satellites is given by [98] 

(69) 

where C is the polar moment of inertia and w, is the 
planet spin rate. Numerical modeling of the long term 
behavior of the obliquity of terrestrial planets [64, 1121 
indicate that their orientation (especially Mars) is at 
some time in their histories chaotic. 

Cassini State: The mean orientation of a syn- 
chronously locked satellite is described by three laws: 
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The same side of the moon faces the planet. The satel- 
lite’s rotation axis lies in the plane formed by the orbit 
normal and invariable plane normal. The lunar obliq- 
uity is constant. 

The lunar obliquity relative to its orbit E,, depends 
of the satellite precession rate $fl in addition to the 
moments of inertia [87]. 

3-l 
AC- sin(c, 

n 
-I) = -isinc, 

( 

C-A 
~cose, 

lB-A ,l 

+4 c san zcs . 

4. DYNAMICAL CONSTRAINTS 

A few simple parameters are defined here which are 
useful in determining dynamical characteristics of plan- 
ets and satellites. 

Escape Velocity o, and Minimum Orbit Ve- 
locity 21, : The minimum velocity to orbit just above 
the surface of an airless spherical body of mass M and 
radius R is V, while the minimum velocity necessary for 
an object to just reach infinity is v,. 

(71) 

21 03 = TV, = 118.2 
(&) (2.5g~m_“)lizms~” 

Hills’ Sphere: A roughly spherical volume about 
a secondary body in which a particle may move in 
bounded motion, at least temporarily. The Hills’ ra- 
dius h is proportional to the cube root of the mass ratio 
A&,/M, of satellite to planet. 

(72) 

where K 5 1. This factor also reduces the effective es- 
cape velocity by a factor of -dm. 

Roche Limit: A fluid satellite can be gravita- 
tionally disrupted by a planet if its Hills’ radius is 
smaller than the satellite’s mean radius of figure, R,. 
That is, for & 5 h, a particle will move off the satel- 
lite at the sub- and anti-planet positions (orbit radius 

A $ 1.44%(~pl~s)~‘~)> and defines a minimum orbital 
radius inside which satellite accretion from ring mate- 
rial is impeded. The Darwin condition where a fluid 
body begins to fill its Roche lobe is less stringent and 
is [20] 

113 
A R,,che = 2.455% . (73) 

5. TIDES AND TIDAL FRICTION 

Love Numbers: The elastic deformation of a satel- 
lite due to either a tide raised by the planet or de- 
formation caused a satellite’s own rotation is set by 
the dimensionless Love number kg. The corresponding 
changes in the moment of inertia tensor are 

61~ (tides) = - 

1 R5 
61ij(spin) = 3ewiwj kz - (ik2 - ano)6, 

> 
. (75) 

8 

Here ui are the direction cosines of the tide-raising satel- 
lite as seen from the satellite’s body-fixed reference SYS- 
tern (i.e. U; = vi/r), while wi are the Cartesian compo 
nents of the spin vector. 

The Love number k2 II 3/2/(1 + lSp/pgR) for small 
homogeneous satellites. An appropriate rigidity p for 
rocky satellites is -5 x 1011 dyne-cm-’ for rocky bod- 
ies and - 4x lOl’dyne-cm-’ for icy bodies. Fluid cores 
can substantially increase kn. For fluid planets, the 
equivalent hydrostatic kz(fluid) = 3Js/m is appropri- 
ate, where m = wzR3/GM is the rotation factor defined 
earlier in equation (25). 

The term proportional to no arises from a purely ra- 
dial distortion and depends on the bulk modulus, I<. 
An expression for no has been derived for a uniform 
spherical body [120]. 

Typically, K - gp and thus n, - k2 for small satellites. 
The surficial tidal deformation d(R’) of the satellite 

at a point R’ depends on the interior angle ~9 subtending 
the surface R’ and satellite r position vectors [62]. Its 
magnitude is set by two additional Love numbers hs 
and 12. Also, h2 N gkz and 12 21 ik2 for small objects. 

d = y (h2R’Pzo(cos 0) - 3/$R’sin e cos 8) , (77) 
s 

where gS is satellite gravity and e^is a unit vector, nor- 
mal to R’ and pointing from R’ toward r. 

Tidal Acceleration and Spin Down: The tidal 
acceleration of a satellite caused by the inelastic tide it 
raises on a planet with rotation rate w,, is given by 



YODER 7 

d 9 k2p M3 R, 

( > 
5 

Znr-Z&pMp a 
n2sgn(w, - n), (78) 

with a and n are semimajor axis and mean motion, 
respectively. The planetary dissipation factor QP oc 
l/(tidal phase lag) is defined by 

Q-1 = kg, 

e 

where E, is the elastic distortion energy and AE is the 
energy dissipated during one flexing cycle. The rate 
that a satellite’s own spin changes toward synchronous 
rate due to the inelastic tide that the planet raises on 
the satellite is 

3 n2 
w,sgn(h - n>, (80) 

where C, is the satellite’s principal moment of inertia. 
The contribution of a satellite to the despinning of a 
planet is 

(81) 

Wobble Period and Damping Rate: The free 
eulerian nutation period Tw of a rigid triaxial body 
(which for earth is known as the Chandler wobble) is 

WI 

Z 

t NORTH POLE NORMAL 

(82) 

EQUATOR 

TO 

Fig. 1. Spheroidal coordinate system. 

2f the object’s spin is not locked in a spin-orbit reso- 
nance. The gravitational torque exerted by a planet 
a satellite’s figure decreases the wobble period by the 
factor D-l, where 

D2 = DID2 

and 

(83) 

DI = 1 + ;(I - &,,a ) (zJ2) (84) 

D2 = l+;(l+&,,, ) (FJ2. (85) 

The function 6,+,. = 1 if satellite rotation is syn- 
chronous (i.e. w, = n) and zero otherwise [12, 1181. 
For a body with a fluid core, the moments of iner- 
tia C > B > A are of the mantle only. Finally, the 
elasticity of a body increases the period by a factor of 
11 J2/(J2 - &k2m). 

The wobble damping time scale 7ty is 

(86) 

The function F is of order unity and depends on the 
moment differences, (Y = (C-B)/B and p = (C-A)/B. 
For non-synchronous rotation, the explicit expression is 

1114 

F= (l+;(&)‘)‘;$ 

P 
(87) 

Fig. 2. Angular location of distant object relative to 
equatorial (cr, 6) and ecliptic (4, p) reference planes. Equinox 
origin is known as the first point of Aries. 
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Table 1. Basic Astronomical Constants Table 2. Earth: Geodetic and Geophysical Data 

Time units 
Julian day 
Julian year 
Julian Century 
Tropical year 
Siie;li.;ox to equinox) 

(quasar reference frame) 
Anomalistic year (apse to apse) 
Mean sidereal day 

Defining constants 
Speed of light 
Gaussian constant 

Derived constants 
Light time for 1 AU: rA 
Astronomical unit distance 

AU = CTA 

Gravitational constant: G 

Solar GM0 = k2AlJ3dm2 

Solar parallax 
~0 = sin-‘(a,/AU) 

Constant of aberration (J2000) 
Earth-Moon mass ratio 
Obliquity of ecliptic (J2000) 
General precession 
in longitude 

IAU( 1976) values 
Light time for 1 AU: rA 
Astronomical unit distance 

AU 

d = 86400 s 
yr = 365.25 d 
Cy = 36525 d 
365.2421897 d 

365.25636 d 

365.25964 d 
23h56m04Y09054 
86164.09054 s 

c s 299792458 m s-l 
k - 0.01720209895 

499.00478370 s 

1.495978706(6 * 5) 
xlO1l m 

6.672(59 + 84) 
xlO-‘l kg-l m3 sm2 

1.327124399(4 * 3) 
x1020 m3 sK2 

8’!794144 
K = 20’!49552 
81.3005(87 * 49) 
E = 23”26’21’!4119 

5029’!0966 Cy-’ 

499.004782 s 

1.49597870 x 101’ m 

Table 1: Notes: Modern planetary ephemerides such as 
DE 200 [103] determine the primary distance scale factor, 
the astronomical unit (AU). This unit is the most accu- 
rate astrometric parameter, with an estimated uncertainty 
of &50m (Standish, priv. comm.). Lunar laser ranging and 
lunar orbiter Doppler data determine the earth-moon mass 
ratio [38][32]. The (IAU,1976) system [95]. 

Mass 5.9736 x 1O24 kg 
Mean radius Rv ’ 6371.01& 0.02 km 
Density 5.515 g cmm3 
Equatorial radius 
(IAU,1976) a = 6378140 m 
(Geod. ref. sys., 1980) 2 a = 6378137 m 
(Merit,1983) a = 6378136 m 
Flattening f = (c - b)/a 
(IAU,1976; Merit) l/298.257 

(G.R.S.,1980) 11298.257222 
Polar axis: b = a(1 - f) ’ 6356.752 km 
Gravity J2 coeff. 
(IAU,1976) 0.00108263 
(GEM T2,1990) 3 0.0010826265 
C22( x 10-G) 1.5744 
S22( x 10-6) -0.9038 
(B - A)/Ma2 (x 10-6) 7.2615 
Longitude of axis a 14.9285” E 
Surface gravity 2 

gp (m se”> 9.8321863685 

;: = GM/R$ 
9.7803267715 
9.82022 

Precession constant ’ H = J2Ma2/C 
3.2737634 x 1O-3 

C (Polar moment) 0.3307007Ma2 
B 0.3296181Ma2 
A 0.3296108Ma2 
Mean moment I 0.3299765Ma2 

0.3307144MR; 
Mean rotation rate: w 7.292115 

x10w5 rad s-l 
mv = w2R$lGMe l/289.872 
m = w2a3/GMe l/288.901 
Hydrostatic J2h 0.0010722 
Hydrostatic fh 11299.66 
Fluid core radius(PREM) 3480 km 
Inner core radius 1215 km 
Mass of layers 

atmosphere 5.1 x 10ls kg 
oceans 1.4 x 1021 kg 
crust 2.6 x 1O22 kg 
mantle 4.043 x 1O24 kg 
outer core 1.835 x 1O24 kg 
inner core 9.675 x 1O22 kg 

Moments of inertia 
Mantle Im/Mea2 
Fluid core: If/Mea” 

0.29215 
0.03757 



Table 2(cont). Geodetic and Geophysical data TABLE 3a. (continued). 

Fluid core: If+i,-/Mf+i,a; 
inner core: Ii,-/A!l@U’ 
Hydrostatic (Cf - Af)/Cf 
Observed (Cf - Af)/Cf 
Hydrostatic (Ci, - Ai,-)/Cic 

Free core nutation period 4 
Chandler wobble period 5 

0.392 
2.35 x 1O-4 

l/393.10 
l/373.81 

l/416 

429.8 d 
434.3 d 

Magnetometer moment i 
Seismic f 
I = 0.3933 
LLR h 

Semimajor axis 

Surface area ’ 
land 
sea 
total 

1.48 x 10’ km2 
3.62 x lo8 km2 
5.10 x lo8 km2 

Orbit eccentricity 
Inclination 
Mean motion n 

Orbit period 
Nodal period 
Apsidal period 
Obliquity to orbit 
Mean Angular Diameter 

384400km 
60.27Re 

0.05490 
5.1450 

2.6616995 
x 10e6 rad s-l 

27.321582 d 

6798.38 d 

3231.50 d 

6.67O 
31’05’!2 

Table 2: References: 1) Rapp [90]; 2) Geodetic Reference 
system [74]; 3) Souchay and Kinoshita [loo] and Kinoshita 
(priv. comm.). 4) Herring et al. [49]. 5) Clark and Vicente 
[23] also find that the Chandler wobble Q is 179(74,790). 
6) Stacey [loll. 7) Williams [116]. Moments of inertia of 
each internal unit are based on the PREM model and were 
provided by E. Ivins. 

Table 3a. Moon: Physical Data 

GM” 
Me/M b 
Mass 
Radius Rv c 
Density 

Surface gravity 

P=(C-A)/B b 
y= B-A/C 
Moment of inertia: C/MR2 

a 
b,d 

Heat flow e 
Apollo 15 
Apollo 17 
Crustal thickness 

nearside f 
farside clQ 

Mean crustal density 9 
kz 
Tidal Q (see note h) 
Induced magnetic moment j 
Core radius constraints 
Source 

4902.798 4~ 0.005 
81.300587 f 0.000049 

7.349 x 10z2 kg 
1737.53 f 0.03 km 

3.3437 
f0.0016 gm cme3 

1.62 m sp2 
6.31(72& 15) x 1O-4 

2.278(8 f 2) x 1O-4 

0.3935 f 0.0011 
0.3940 f 0.0019 

3.1 & 0.6 mW m-’ 
2.2 310.5 mW mm2 

58zk8 km 
- 80 - 90 km 

2.97 + 0.07 gm cmP3 
0.0302 I!Z 0.0012 

26.5 f 1.0 
4.23 x 10z2 G cm3 

Radius (km) 

YODER 9 

435 zt 15 
< 500 
- 350 
- 400 

Table 3b. Seismic velocity profiles 
Depth QS QP 
km km s-l km s-l 

Nakamura f 
o-1 
1 - 15 
15 - 30 
30 - 58 
58 - 270 
270 - 500 
500 - 1000 
Goins et al. k 
0 - 20 
20 - 60 
60 
400 
480 
1100 

0.29 0.51 
2.82 4.90 
3.59 6.25 
3.84 6.68 
4.49 zk 0.03 7.74 It 0.12 
4.25 4 0.10 7.46 zt 0.25 
4.65 f 0.16 8.26 f 0.40 

2.96 5.10 
3.90 6.80 
4.57 f 0.05 7.75 It 0.15 
4.37 * 0.05 7.65 * 0.15 
4.20 5 0.10 7.60 310.60 
4.20 31 0.10 7.60 f 0.60 

Depth 
km 

Seismic Q f 
Qs QP 
km s-l km s-l 

O-60 - 6000 - 6000 
60-270 4000+ 4000 - 7000-t 
270-500 N 1500 
500 - 1000 < lOO(?) 
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Table 3c. Lunar gravity field ‘lb 
nm c,, x log s,, x log 

20 
22 
30 

31 
32 

33 

40 
41 
42 
43 
44 
50 
60 

-203805 zt 570 
22372 41 110 

-8252 zt 600 
I-8610 f 2301 

28618 xk 190 
489lk 100 
[4827 rf: 301 

1727 zk 35 
[1710 * loo] 

9235 k 72 
-4032 f 14 

1691 f 73 
94 f 21 
127f8 

-2552 k 800 
15152 + 1500 

5871 f 200 
1646 f 90 

[1682 f 111 

-211 f 34 

[-270 f 301 

97 * 15 
1478 zt 61 

798 & 22 
74 rk 6 

Bracketed [ ] t erms are from a 1994 LLR 
solution. 

Table 3: Notes and references: a) New solution for lunar 
GM and gravity field (R, = 1738 km) obtained by Konopliv 
et al. [Sl] using lunar orbiter and Apollo spacecraft Doppler 
data for which the realistic error is estimated to be 10 times 
formal c (except for GM which is 4~). 

b) Lunar laser ranging (LLR) solution from Williams et 
al. [114] and Dickey et al. [32]. 

c) Bills and Ferrari [9]. 
d) Ferrari et al. [38] and Dickey et al. [32]. 
e) Heiken [48]. 
f) Crustal thickness beneath Apollo 12 and 14 sites from 

Table 3d. Low order topography ’ 
nm CL x lo6 s,, x lo6 

10 -367.7 f 44.6 
11 -1049.3 f 30.3 -255.4 f 23.6 
20 -303.9 f 49.5 
21 -193.4 f 34.2 30.4 f 24.9 
22 7.4 f 7.4 107.8 Lk 9.4 

Table 3e. Retroreflector coo dinates b 
Station Radius Longiturde Latitude 

meters degrees degrees 

Apollo 11 1735474.22 23.472922 0.673390 
Apollo 14 1736338.34 -17.478790 -3.644200 
Apollo 15 1735477.76 3.628351 26.133285 
Lunakhod 2 1734638.78 30.921980 25.832195 

Nakamura [76, 771. 
g) Farside thickness estimated from 2 km center of figure 

- center of mass offset [9]. 
h) Based on 1994 LLR solution [32]. The LLR Q signature 

is a 0.26” cos F amplitude figure libration which is 90’ out 
of phase with the primary term. This effect could just as 
easily be due to lunar fluid core mantle friction with core 
radius - 300 - 400 km [38, 119, 321. 

j) Russell et al. [92]. 
k) Goins et al. [44]. Sellers [96] obtains a siesmic upper 

bound for R, of 450 km. 

Table 4a. Lunar orbit: Angle Arguments 

D = 297°51’00.735” + 1602961601.4603T - 6.93659T2 + 0.006559T3 - 0.00003184T4 
e = 134’57’48.184” + 1717915922.8022T + 31.2344T2 + 0.051612T3 - 0.00024470T4 
e' = 357°31’44.793” + 129596581.0474T - 0.5529T2 + 0.000147T3 
F = 93°16’19.558N + 1739527263.09832” - 13.3498T2 - 0.001057T3 + 0.00000417T4 
0 = 125°02’40.39816” - 6962890,2656T+ 6.9366T2+ 0.007702T3 - 0.00005939T4 
L = 218”18’59.956” + 1732564372.8326T - 5.84479T2 + 0.006568T3 - 0.0000317T4 

Table 4: Major periodic orbit perturbations due to the Factors of Tq have units of arc seconds Cymq, except for the 
Sun are from Chapront-Touze et al. [al] model. Lunar argu- constant term. 
ments: L is the lunar mean longitude, e is the mean anomaly, Changing the lunar acceleration from the adopted value 
F = L - 0 (ascending node) and D = L - L’. Solar an- of -25.900”Cy-2 by +l.OO”Cy-‘, changes the T2 coefficient 
gles are mean longitude L’ and mean anomaly e’. The time of D and L by +0.55042”TZ, C by +0.55853”T2 and F by 
T has units of Julian centuries from J2000(JD2451545.0). +0.54828”T2. 
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Table 4b. Truncated Lunar Orbit Model 

radius (km) = 385000- 20905COSe- 3699cos(2D -e)- 2%6cos2~-57oCOS%! 

+246cos(2D - 2!)- 205cos(2D - t’)- 171 cos(2D +e) 

longitude (“) = L + 22640 sine + 4586 sin(2D - e) + 2370 sin 20 + 769 sin 2! 
-666 sin P - 412 sin 2F + 212 sin(2D - 2e) + 205 sin(2D - C - C) 
$192 sin(2D + e) + 165 sin(2D - !) + 147 sin(& - P) - 125 sin D 

latitude (“) = 18461 sin F + 1010 sin(F + I) + 1000 sin(C - F) $624 sin(2D - F) 
$200 sin(2D - f? + F) + 167 sin(2D - e - F) + 117 sin(4D + e) 

Table 5. Planetary Gravity Field 

GM (km3 s-“) 
fJGM 

GM, 
MO /n/r, 

& (km) 
J2 (x10-6) 

c22 

s22 

J3 

54 

Mercury 

22032.09 
f0.91 

6023600 
1k250 
2440 

60 
f20 

10 
It5 

Venus Earth Mars 

324858.63 
f0.04 

408523.61 
f0.15 

6051.893 
4.458 

icO.026 
0.539 

f0.008 
-0.057 
*0.010 

1.928 
f0.018 

2.381 
zLo.021 

398600.440 

403503.235 
328900.56 

f0.02 
6378.137 

1082.626523 

1.5744 
f0.0004 
-0.9038 
f0.0004 

-2.112 
f0.0020 

-2.156 
*0.0030 

42828.3 
zto.1 

3098708 
f9 

3394.0 
1960.454 

50.18 
-54.73 
f0.02 
31.340 
f0.02 
31.45 

f0.51 
-18.89 
50.72 

Jupiter Saturn Uranus Neptune 

GM (km3 sw2 ) 126,686,537 37,931,187 
CGA4 flO0 rtlO0 
GMt 126,712,767 37,940,554 

flO0 flO0 
Ma Ii% 1047.3486 3497.898 

f0.0008 f0.018 
R, (km) 71398 60330 
J2 (x~O-~) 14736 16298 

fl f10 
54 -587 -915 

f5 440 
Js 31 103 

f20 *50 

5,793,947 6,835,107 
f23 *15 

5,794,560 6,836,534 
IL10 f15 

22902.94 19412.240 
f0.04 f0.057 
26200 25,225 

3343.43 3411 
f0.32 ZtlO 

-28.85 -35 
f0.45 AI10 

Table 5: Planetary system GMt, inverse system mass, 
planet GM, and selected gravity field coefficients and their 
corresponding reference radius R, for Mercury [3], Venus 
[73, 601 (the quoted, realistic errors are 4x formal) , Earth 

(GEM T2) [71], Mars [5, 371, Jupiter [16], Saturn [17, 791, 
Uranus [40, 551 and Neptune [ill]. 

GM@ = 1.3271243994 x 1011 km3 s-*. 
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Table 6. Terrestial Planets: Geophysical Data 

Mean radius Rv (km) 
Mass (x10z3 kg) 
Volume (X lOlo km3) 
Density (g cmm3 ) 
Flattening f 
Semimajor axis 

Siderial rotation period 
Rotation rate w (x 105s) 
Mean solar day (in days) 
mv = w2Rv3/GM 
Polar gravity (m sm2) 
Equatorial gravity (m se2) 
Moment of inertia: I/MRz 
Core radius (km) 
Potential Love no. k2 
Grav. spectral factor: u (x 105) 
Topo. spectral factor: t (x 105) 
Figure offset(&F - RCM) (km) 
Offset (lat./long.) 

Planetary Solar constant (W m2) 
Mean Temperature (K) 
Atmospheric Pressure (bar) 
Maximum angular diameter 
Visual magnitude V( 1,O) 
Geometric albedo 
Obliquity to orbit (deg) 
Sidereal orbit period (yr) 
Sidereal orbit period (day) 
Mean daily motion: n (” d- 
Orbit velocity (km s-l) 

Escape velocity v, (km s-l 
Hill’s sphere radius (Rp) 
Magnetic moment (gauss R, 

1 

L 

Mercury 

2440 f 1 
3.302 
6.085 
5.427 

Venus Earth Mars 

6051.8(4 f 1) 
48.685 
92.843 

5.204 

6371.0(1+ 2) 3389.9(2 zt 4) 
59.736 6.4185 

108.321 16.318 
5.515 3.933(5 It 4) 

11298.257 l/154.409 
6378.136 3397 zt 4 

58.6462d -243.0185d 
0.124001 -0.029924 
175.9421 116.7490 

10 x 10-7 61 x 1O-g 

3.701 
0.33 

- 1600 

8.870 
0.33 

N 3200 
- 0.25 

1.5 
23 

0.19 * 01 
11°/1020 

23.93419hr 24.622962hr 
7.292115 7.088218 
1.002738 1.0274907d 

0.0034498 0.0045699 
9.832186 3.758 
9.780327 3.690 

0.3308 0.366 
3485 - 1700 

0.299 - 0.14 
1.0 14 
32 96 

0.80 2.50 310.07 
46’135’ 62O 188’ 

9936.9 1367.6 
270 
1.0 

1 I’!0 
-0.42 
0.106 
- 0.1 

0.2408445 
87.968435 
4.0923771 

47.8725 

2613.9 
735 

90 
60’12 

-4.40 
0.65 

177.3 
0.6151826 

224.695434 
1.6021687 

35.0214 

-3:86 
0.367 
23.45 

0.9999786 
365.242190 

0.9856474 
29.7859 

589.0 
210 

0.0056 
17’!9” 
-1.52 
0.150 
25.19 

1.88071105 
686.92971 
0.5240711 

24.1309 

4.435 10.361 11.186 5.027 
94.4 167.1 234.9 319.8 

0.61 < 1 x 10-4 

Table 6: Geodetic data for Mercury [46], Venus [73], Earth 
and Mars [lo, 371. Except for Venus [73], gravity and topo- 
graphic field strength coefficients are from [II]. 

Venus topography: The topographic second harmonic 
(normalized) coefficients of Venus [73] are: 

i?zo = -25 x lo+ z;zI = 14 x 1O-6; ST 
CT2 = -20 x lo-6;i$~ = -5 x lop. 

21 = -8 x 10F6; 

Of Mars [lo] are: 

CT0 = -1824 f 12 x lo+; c;r = 72 f12 x 10-6; s;1 = 

103H2~10-~;~; = -288~10~10-~;~~~ = -0.5~10-~ 
The derivation of Mars’ mean moment of inertia assumes 

that Tharsis is the primary non-hydrostatic source and that 
the hydrostatic 

Jzh = Jz - (B - A)/2MRe2 = 0.001832. 
Except for Earth, the values for mean moment I, potential 

Love number ks, core radius and mass are model calculations 
based on plausible structure [7]. 
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Table 7. Giant Planets: Physical Data 

Mass (10z4 kg) 

Jupiter 

1898.6 

Saturn 

568.46 86.832 

Neptune 

102.43 

Density (g cmp3) 
Equatorial radius (lbar) a (km) 
Polar radius b (km) 
Volumetric mean radius: Rv (km) 
flattening f = (u - b)/a 

Rotation period: Tmag 
Rotation rate w,,~ (10e4 rad s-l) 
m = w2a3/GM 
Hydrostatic flattening f,, B 
Inferred rotation period Th (hr) 
k, = 3J2/m 
Moment of inertia: I/MRz c 
I/MR2, (upper bound) D 
Rocky core mass (MC/M) c 
Y factor (He/H ratio) 

1.326 0.6873 
71492 f 4 60268 f 4 

66854 f 10 54364 f 10 
69911 f 6 58232 zt 6 

0.06487 0.09796 
f0.00015 *0.00018 

9h55”27!3 1oh3gm22s4 
1.75853 1.63785 

0.089195 0.15481 
0.06509 0.09829 

9.894 xk 0.02 10.61& 0.02 
0.494 0.317 
0.254 0.210 
0.267 0.231 

0.0261 0.1027 
0.18 * 0.04 0.06 f 06 

1.318 
25559 It 4 

24973 * 20 
25362 f 12 

A0.02293 
f0.0008 

17.24 f 0.01 h 
1.012 

0.02954 
0.01987 

17.14 & 0.9 
0.357 
0.225 
0.232 

0.0012 
0.262 z!c 0.048 

1.638 
24766 zk 15 
24342 zk 30 
24624 zt 21 

0.0171 
f0.0014 

16.11% 0.01 h 
1.083 

0.02609 
0.01804 

16.7 zJz 1.4 
0.407 

0.239 

0.235 f 0.040 

Equatorial gravity ge (m sm2) 23.12 f 0.01 
Polar gravity gp (m s-“) 27.01 f 0.01 

8.96 f 0.01 
12.14f 0.01 

8.69 f 0.01 
9.19 * 0.02 

11.00 It 0.05 
11.41 f 0.03 

Geometric albedo 0.52 0.47 0.51 0.41 
Visual magnitude V( 1,O) -9.40 -8.88 -7.19 -6.87 
Visual magnitude (opposition) -2.70 +0.67 +5.52 +7.84 
Obliquity to orbit (deg) 3.12 26.73 97.86 29.56 
Sidereal orbit period (yr) 11.856523 29.423519 83.747407 163.72321 
Sidereal orbit period (day) 4330.595 10746.940 30588.740 59799.900 
Mean daily motion n (” d-l) 0.0831294 0.0334979 0.0117690 0.0060200 
Mean orbit velocity (km s-l) 13.0697 9.6624 5.4778 4.7490 

Atmospheric temperature (1 bar) (K) 
Heat flow/Mass (x 107erg gels-i) 
Planetary solar constant (W rn-=) 
Mag. dipole moment (gauss-Rn3) 
Dipole tilt/offset (deg/R,) 
Escape velocity u (km s-i) 

ARoche(ice)/R, 
Hill’s sphere radius h (in RP) 

165 f 5 134f4 
15 15 

50.5 15.04 
4.2 0.21 

9.6/0.1 o.o/o.o 
59.5 35.5 
2.76 2.71 
740 1100 

76 f 2 
0.6 k 0.6 

3.71 
0.23 

58.610.3 
21.3 
2.20 

72 zt 2 
2 

1.47 
0.133 

4710.55 
23.5 
2.98 

4700 

Uranus 

Table 7: Geodetic and temperature data (1 bar pressure 
level) for the giant planets obtained from Voyager radio oc- 
cultation experiments for Jupiter [66], Saturn [67], Uranus 
[68] and Neptune [ill, 691. The magnetic field rotation pe- 
riods (system III) and dipole moment for Jupiter, Saturn 
[25], Uranus and Neptune [78]. 

Notes: 
A) The Uranian flattening determined from stellar oc- 

cultations [6] is significantly smaller f = 0.0019(7 * 1) at 

lpbar than at the 1 bar level. The heat flow and Y factor 
are from Podolak et al. [89]. Geometric albedos and visual 
magnitudes are from Seidelmann[95]. 

B) The hydrostatic flattening is derived from (28), using 
the observed JZ and the magnetic field rotation rate. The 
inferred mean rotation rate uses JZ and the observed flat- 
tening (for Uranus, I adopt f = 0.0019(7 & 1) ). 

C) Upper bounds to the mean moment of inertia using 
(30) with 61 = 0. D) Hubbard and Marley [52] solution. 



14 ASTROMETRIC AND GEODETIC DATA 

Planet 
Table 8. Planetary Mean Orbits 

A e I s2 w L 

AU d% deg deg deg 
AU Cy-l cy- l IICY-l “CY-I ItcY-l ‘ICY-l 

Mercury 

mean 
orbit 

Venus 

Earth 

Mars 

Jupiter 

Saturn 

Uranus 

Neptune 

Pluto 

0.38709893 
0.00000066 
0.38709880 

0.72333199 
0.00000092 
0.72333201 

1.00000011 
-0.00000005 

1.00000083 

1.52366231 
-0.00007221 

1.52368946 

5.20336301 
0.00060737 
5.20275842 

9.53707032 
-0.00301530 

9.54282442 

19.19126393 
0.00152025 

19.19205970 

30.06896348 
-0.00125196 
30.06893043 

39.48168677 
-0.00076912 

0.20563069 7.00487 48.33167 77.45645 252.25084 
0.00002527 -23.51 -446.30 573.57 538101628.29 
0.20563175 7.00499 48.33089 77.45612 252.25091 
0.00002041 -21.43 -451.52 571.91 538101628.89 
0.00677323 3.39471 76.68069 131.53298 181.97973 

-0.00004938 -2.86 -996.89 -108.80 210664136.06 
0.00677177 3.39447 76.67992 131.56371 181.97980 

-0.00004777 -3.08 -1000.85 17.55 21066136.43 
0.01671022 0.00005 -11.26064 102.94719 100.46435 

-0.00003804 -46.94 -18228.25 1198.28 129597740.63 
0.016708617 0.0 0.0 102.93735 100.46645 
-0.00004204 -46.60 -867.93 1161.12 129597742.28 

0.09341233 1.85061 49.57854 336.04084 355.45332 
0.00011902 -25.47 -1020.19 1560.78 68905103.78 
0.09340062 1.84973 49.55809 336.60234 355.43327 
0.00009048 -29.33 -1062.90 1598.05 68905077.49 
0.04839266 1.30530 100.55615 14.75385 34.40438 

-0.00012880 -4.15 1217.17 839.93 10925078.35 
0.04849485 1.30327 100.46444 14.33131 34.35148 
0.00016322 -7.16 636.20 777.88 10925660.38 
0.05415060 2.48446 113.71504 92.43194 49.94432 

-0.00036762 6.11 -1591.05 -1948.89 4401052.95 
0.05550862 2.48888 113.66552 93.05678 50.07747 

-0.00034664 9.18 -924.02 2039.55 4399609.86 
0.04716771 0.76986 74.22988 170.96424 313.23218 

-0.00019150 6.11 -1591.05 -1948.89 1513052.95 
0.04629590 0.77320 74.00595 173.00516 314.05501 

-0.00002729 -6.07 266.91 321.56 1542481.19 
0.00858587 1.76917 131.72169 44.97135 304.88003 
0.00002514 -3.64 -151.25 -844.43 786449.21 
0.00898809 1.76995 131.78406 48.12369 304.34867 
0.00000603 8.12 -22.19 105.07 786550.32 
0.24880766 17.14175 110.30347 224.06676 238.92881 
0.00006465 11.07 -37.33 -132.25 522747.90 

Table 8: This table contains two distinct mean orbit so- table 15.6 in [95]), except that the semimajor axis is the av- 
lutions referenced to the J2OOO epoch. First, a 250 yr. least erage value defined by eq(37). The fit for this case over the 
squares fit (first two rows for each planet) of the DE 200 same 250 yr. is worse (M. Standish, priv. comm.) for the 
planetary ephemeris [103] to a Keplerian orbit where each el- giant planets because of pairwise near commensurabilities in 
ement is allowed to vary linearly with time. This solution fits the mean motions of Jupiter-Saturn (.!?I = (2&, - 5Ls) with 
the terrestrial planet orbits to ~25” or better, but achieves 883 yr. period) and Uranus-Neptune (SZ = (L7 - 2Ls) with 
only ~600” for Saturn. The second solution (the third and 4233 yr. period). However, the mean orbit should be more 
fourth rows for each planet) is a mean element solution (from stable over longer periods. 
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Table 9. North Pole of Rotation ( ‘~0, 60 and Prime Meridian) of Planets and Sun 

a0 60 W (prime meridian) reference feature 

deg deg deg 

Sun 
Mercury 
Venus A 
Earth 
Mars 
Jupiter 
Saturn B 
Uranus c 
Neptune D 

Pluto 

286.13 
281.01- 0.003T 
272.76 
0.00 - 0.641T 
317.681- 0.108T 
268.05 - 0.009T 
40.5954- 0.0577T 
257.43 
299.36 + 0.70sinN 

313.02 

63.87 
61.45- 0.005T 
67.16 
90.00 - 0.557T 
52.886 - 0.061T 
64.49+ 0.003T 
83.5380- 0.0066T 
-15.10 
43.46 - 0.51 cosN 

9.09 

84.10 + 14.1844000d 
329.71+ 6.1385025d 
160.20 - 1.481545d 
190.16+ 306.9856235d 
176.868 + 350.891983Od 
284.95+ 870.53600000d 
38.90 + 810.7939024d 
203.81- 501.1600928d 
253.18 + 536.3128492d- 
0.48 sin N 
236.77- 56.3623195d 

Hun Kai(20.00° W) 
Ariadne(centra1 peak) 
Greenwich,England 
crater Airy-O 
magnetic field 
magnetic field 
magnetic field 

sub-Charon E 

Table 9: Reference date is 2000 Jan 1.5 (JD 2451545.0). 
The time interval T (in Julian centuries) and d (days) from 
the standard epoch. The prime meridian W is measured 
from the ascending node of the planet equator on the J2000 
earth equator to a reference point on the surface. Venus, 
Uranus and Pluto rotate in a retrograde sense. 

A) The Magellan values [28] for (~0, 60 and W for Venus 
are: 
(~0 = 2'72"76 rfr 0.02; 60 = 67"16f 0.01; 
W =160!20-1904813688d. 

B) Saturn’s pole is based on French et al. [42] which 
include the 1989 occultation of 28 Sgr. They claim detection 
of Saturn’s pole precession rate. 

C) Improved Uranian pole (B1950 epoch) position is [do]: 
(~0 = 256?5969&0.0034, 
60 = -l5P1117f0.0033. 

D) Neptune angle N = 359028 + 5490308T. 
E) The sub-Charon meridian on Pluto is fixed since Pluto 

rotates synchronously with Charon’s orbit. 
Invariable plane: The invariable plane coordinates are 

(J2000) [85]: 
(~0 =273?8657; 60 = 6609723. 

This table is an updated version of the 1991 IAU [29] 
recommended values and also appears in [95]. 
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Table 10. Pluto Charon System Table 11. Satellite Tidal Acceleration 

GMs,, ’ 
M SYS 
Mass ratio (Mc/Mp) ’ 

2 

Mass of Pluto 1 

Mass of Charon ’ 
2 

Semi-major axis a ’ 
CL2 

Eccentricity 3 e 
Inclination to mean 
equator & equinox ’ 
Radius Rp 113 

Radius RC 
Density of Pluto 

1137 h 8 km 
1206 f 11 km 
586 3~ 13 km 

(R = 1137 + 8 km) ’ 2.06 g cmm3 
(R = 1206 f 11 km) ’ 1.73 g cmp3 
(R = 1137 * 8 km) 2 2.00 g /cme3 
(R = 1206 + 11 km) 2 1.67 g cme3 

947 3~ 13 km3 sd2 
1.42 & 0.02 x 1O22 kg 
0.12 
0.1543 & 0.0028 
1.27f 0.02 x 1O22 kg 
1.231 f 0.01 x 1O22 kg 
1.5 x 1021 kg 
1.90* 0.04 x 102i kg 
19405 & 86 km 
19481 f 49 km 
0.000(20 f 21) 
96.56 zk 0.26’ 

Density of Charon ’ 
Density of Charon 2 

1.8 g cme3 
2.24 g cme3 

Orbital Period 6.3872(30 rt 21) d 
Pluto’s Albedo (blue & var.) 0.43 - 0.60 
Charon’s albedo 0.375 f 0.08 

Surface gravity 
Pluto (R=1137 km) ’ 65.5 cm s-’ 
Charon ’ 21.3 cm sp2 

Hill’s Sphere (Charon) ’ 5800 km 
Escape velocity (Charon) ’ 0.58 km s-l 
Planetary orbit period 248.0208 yr 
Planetary orbit velocity 4.749 km s-i 

Table 10: 1) The discovery of a coordinate distortion in 
the HST camera reduces the mass ratio p from 0.0873 f 
0.0147 [83] to 0.12 [Null, priv. comm.], which is still low 
relative to Q from low ground-based imaging [122]. Solution 
for semimajor axis and Q determined from HST observations 
of the barycentric wobble of Pluto relative to a background 
star observed for 3.2 d [83]. 

2) Solution based on 6 nights of CCD imaging at Mauna 
Kea 0. 

3) The radii and period derive from mutual event data 
P51. 

4) The presence of an atmosphere on Pluto introduces 
uncertainty into its radius. Models indicate that Rp is either 
1206 f 6 km (thermal gradient model) or < 1187 km (haze 
model) [34]. 5) Young and Binzel [123]. 

Satellite dn/dt Notes 

Moon 
Orbit 
(Optical l -26.0 f 2.0 “Cym2 total 
astronomy) 
(LLR)2 -22.24 zt 0.6 “CY-~ l/2 d & 1.~. 

-4.04f 0.4 “CY-~ 1 d 
-to.40 “CY-2 lunar tide 

-25.88 & 0.5 “Cym2 total 
Tidal gravity field 
(SLR) 3 -22.10 & 0.4 “CY-2 l/2 d 

-3.95 “CY-~ 1 d 
+0.18 “Cy-’ 1.p. 

-25.8 h 0.4”Cyw2 total 
Ocean tide height 
(GEOSAT) 4 -25.0 & 1.8 “Cyy2 total 

Phobos 5 

10 6 

24.74 f 0.35 ’ CY-~ l/2 d 

-29 zt 14 ” CY-~ l/2 d 

Table 11: 1) Morrison and Ward [75]. 
2) Lunar laser ranging (LLR) result [115] [32]. Separation 

of diurnal and semidiurnal bands is obtained from 18.6 yr 
modulation [113]; 

3) Result from satellite laser ranging to LAGEOS, STAR- 
LETTE, etc [22] inferred from the observed tidal gravity 
field. 

4) Altimeter result [22] [19] of the ocean tide, with es- 
timated 7% uncertainty. Both the SLR and Geosat re- 
sults have been augmented by a factor of (1 + M/M@)(l + 
2(ne/r~)~) due to a difficient dynamical model which ignored 
a barycentric correction [113] and the solar contribution to 
mean motion (see eq(36)). The inferred solid body Q for 
earth is N 340(100(min), oo(max)). 

5) Sinclair’s solution [97] is typical of several indepen- 
dent analyses of both ground-based and spacecraft data. 
The tidal acceleration due to solid tides is dn/dt = kz/Q x 

(15260 f 150)“Cy-2 [120], from which we can deduce Mars’ 
Q = 86 Z!Z 2 for Icz = 0.14. If Mars’ Ic2 is larger, Q is also 
larger. 

6) IO’S acceleration is from analysis of 3 Cy of Galilean 
satellite observations [65] and the above LLR value for earth 
moon’s dn/dt. An equivalent form is: 
dnI,/dt = nIo x (-1.09 f 0.50) x IO-llyr-‘. 
Lieske [65] also finds 

dldt( nIo - nEuropa) = nIo x (+0.08 kO.42) x 10-“yr-l. 
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Satellite 
Table 12. Planetary Satellites: Physical Properties 

Radius Mass Density Geom. V(l,O) 
(km) 10zo kg gm cmp3 albedo 

Earth 
Moon 

Mars 
Ml Phobos 112 
M2 Deimos 2 

Jupiter 
JXVI Metis 
JXV Adrastea 
JV Almethea 
JXIV Thebe 
JI 10 3 
JII Europa 
JIII Ganymede 
JIV Callisto 
JXIII Leda 
JVI Himalia 
JX Lysithea 
JXVI Elara 
JXII Ananke 
JXI Carme 
JVIII Pasiphae 
JIX Sinope 

Saturn 
XVIII Pan 
SXV Atlas 
XVI Prometheus 4 
SXVII Pandora 
SX Janus 5 
SXI Epimetheus 
SI Mimas 6 
SII Enceladus 7 
SIII Tethys 8 
SXIV Calypso(T-) 
SXIII Telesto(T+) 
SIV Dione 8 
SXII Helene(T+) 

Saturn 
SV Rhea 
SVI Titan 
SVII Hyperion g 
SVIII Iapetus 
SIX Phoebe 

6378 
1737.53 f 0.03 

59742 5.515 0.367 -3.86 
734.9 3.34 0.12 $0.21 

3394 
13.1 x 11.1 x 9.3(fO.l) 
(7.8 x 6.0 x 5.1)(&0.2) 

641.9 3.933 0.150 -1.52 
l.OS(~O.01) x 1O-4 1.90 f 0.08 0.06 +11.8 
l.SO(f0.15) x 1O-5 1.76 4 0.30 0.07 t12.89 

71492 1.8988 x lo7 1.326 
20 f 10 
10 * 10 

(131 x 73 x 67)(f3) 
50 f 10 

1821.3 f 0.2 
1565 zt 8 

2634 f 10 
2403 f 5 

5 

0.52 
0.05 
0.05 
0.05 
0.05 
0.61 
0.64 
0.42 
0.20 

-9.40 
+10.8 
$12.4 

$7.4 
+9.0 

893.3 f 1.5 3.530 * 0.006 
479.7 * 1.5 2.99 f 0.05 

1482 f 1 1.94 * 0.02 
1076 * 1 1.851 f 0.004 

85 f 10 
12 

40f 10 
10 
15 
18 
14 

+13.5 
+8.14 
+11.7 

+10.07 
+12.2 
$11.3 

t10.33 
+11.6 

60268 5.6850E6 0.687 

(18.5 x 17.21: 13.5)(&4) 
74 x 50 x 34(f3) 

(55 x 44 x 31)(&2) 
(99.3 x 95.6 x 75.6)(*3) 

(69 x 55 x 55)(f3) 
198.8 & 0.6 
249.1 f 0.3 
529.9 f 1.5 

15 x 8 x 8(f4) 
15(2.5) x 12.5(5) x 7.5(2.5) 

560 f 5 
16f 5 

0.001(4(g) 0.27 =k 0.16 
o.o01(3(f;)) 0.42 h 0.28 

0.0198 f 0.0012 0.65 f 0.08 
0.0055 f 0.0003 0.63 f 0.11 

0.375 f 0.009 1.14 z?z 0.02 
0.73 f 0.36 1.12 f 0.55 
6.22 zt 0.13 1.00 f 0.02 

10.52 zk 0.33 1.44 k 0.06 

0.47 
0.5 
0.9 
0.6 
0.9 
0.8 
0.8 
0.5 
1.0 
0.9 
0.6 
0.5 
0.7 
0.7 

-8.88 

+8.4 
+6.4 
+6.4 
+4.4 
+5.4 
$3.3 
$2.1 
+0.6 
+9.1 
+8.9 
$0.8 
+8.4 

60268 5.6850E6 0.687 0.47 -8.88 
764f4 23.1 f 0.6 1.24 f 0.04 0.7 $0.1 

2575 zt 2 1345.5 f 0.2 1.881 f 0.005 0.21 -1.28 
(185 x 140 x 113)(flO) 

718 zk 8 
(115 x 110 x 105)(flO) 

0.19 - 0.25 +4.6 
15.9 f 1.5 1.02 f 0.10 0.05 - 0.5 $1.5 

0.06 $6.89 
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Satellite 

Table 12(cont). Planetary Satellites: Physical Properties 

Radius Mass Density 

(km) 10zo kg gm cme3 
Geom. V( 1 ,O) 
albedo 

Uranus lo 
VI Cordelia 
VII Ophelia 
VIII Bianca 
IX Cressida 
X Desdemona 
XI Juliet 
XII Portia 
XIII Rosalind 
XIV Belinda 
XV Puck 
UV Miranda 
UI Ariel 
UII Umbriel 
UIII Titania 
UIV Oberon 

25559 
13f2 
16f2 
22f3 
33f4 
29*3 
42f5 
551t6 
29f4 
34f4 
77f3 

240(0.6) x 234.2(0.9) x 232.9(1.2) 
581.1(0.9) x 577.9(0.6) x 577.7(1.0) 

584.7& 2.8 
788.9 f 1.8 
761.4f 2.6 

Neptune 24764 
NIII Naiad 29 
NIV Thalassa 40 
NV Despina 74f 10 
NV1 Galatea 79 * 12 

NV11 Larissa 104 x 89(&7) 
NV111 Proteus 218 x 208 x 201 

NI Triton 1352.6 f 2.4 

NII Nereid 170f 2.5 

8.662535 

0.659% 0.075 
13.53f 1.20 
11.72zt 1.35 
35.275 0.90 
30.14& 0.75 

1.0278E6 

214.7 f 0.7 

1.318 

1.20 * 0.14 
1.67 f 0.15 
1.40 * 0.16 
1.71 Zt 0.05 
1.63 f 0.05 

1.638 

2.054f 0.032 

0.51 -7.19 
0.07 $11.4 
0.07 +11.1 
0.07 $10.3 
0.07 +9.5 
0.07 $9.8 
0.07 +8.8 
0.07 $8.3 
0.07 $9.8 
0.07 $9.4 
0.07 +7.5 
0.27 +3.6 
0.34 +1.45 
0.18 $2.10 
0.27 +1.02 
0.24 $1.23 

0.41 -6.87 
0.06 +10.0 
0.06 +9.1 
0.06 +7.9 
0.06 $7.6 
0.06 +7.3 
0.06 +5.6 

0.7 -1.24 
0.2 $4.0 

Table 12: Satellite radii are primarily from Davies et al. 
[29]. For synchronously locked rotation, the satellite figure’s 
long axis points toward the planet while the short axis is nor- 
mal to the orbit. Geometric and visual magnitude V(1,O) 
(equivalent magnitude at 1 AU and zero phase angle) are 
from [95]; b&(1,0) = -26.8. Satellite masses are from a 
variety of sources: Galilean satellites [16]; Saturnian large 
satellites [17]; Uranian large satellites [55]; Triton: mass 
[ill] and radius [27]. 

Notes: 
1) Duxbury [33, 81 has obtained an 1z = j = 8 harmonic 

expansion of Phobos’ topography and obtains a mean radius 
of 11.04f0.16 and mean volume of 5680+250km3 based on 
a model derived from over 300 normal points. The Phobos 
mission resulted in a much improved mass for Phobos [4]. 

2) Thomas (priv. comm.). 
3) Gaskell et al. [43] find from analysis of 328 surface 

normal points that the figure axes are (1830.0 kmx1818.7 
kmx1815.3 km)(f0.2 km). The observed (b - ~)/(a - c) = 
0.23 f 0.02, close to the hydrostatic value of l/4, while f~ = 
0.00803~t~0.00011 is consistent with I/MR’ = 0.3821tO.003. 

4). The masses of Prometheus and Pandora [91] should 
be viewed with caution since they are estimated from ampli- 

tudes of Lindblad resonances they excite in Saturn’s rings. 
5) Janus’ radii are from [121]. Thomas [107] indepen- 

dently finds radii 97 x 95 x 77(&4) for Janus. The coorbital 
satellite masses include new IR observations [81] and are 
firm. Rosen et al. [91] find 1.31(tA:z) x 1Or8 kg for Janus 
and 0.33(?::;:) x 1018 kg for Epimetheus from density wave 
models. 

6)Dkrmott and Thomas find that the observed (b-c)/(a- 
c) = 0.27 f 0.04 for Mimas [30] and (b - c)/(a - c) = 0.24 ZIZ 
0.15 for Tethys [108], and deduce that Mimas I/MR' = 
0.35 zt 0.01, based on a second order hydrostatic model. 

7) Dermott and Thomas (priv. comm.) estimate Ence- 
ladus’ mass = 0.66~tO.01 x 10z3 gm and density = l.Ol~bO.02 
gm cmd3 from its shape. 

8) Harper and Taylor [47]. 
9) Klavetter [59] has verified that Hyperion rotates chaoti- 

cally from analysis of 10 weeks of photometer data. Further- 
more, he finds that the moment ratios are A/C = 0.543~0.05 
and B/C = 0.86 f 0.16 from a fit of the light curve to a dy- 
namic model of the tumbling. 

10) The radii of the small Uranian satellites are from 
Thomas, Weitz and Veverka [106]. Masses of major satellites 
are from Jacobson et al. [55]. 
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Table 13. Planetary Satellites: Orbital Data 

Planet Satellite a Orbital Rot. e I 
period period 

(lo3 km) days days deg 

U 

Earth Moon 384.40 27.321661 
Mars I Phobos 9.3772 0.318910 

II Deimos 23.4632 1.262441 
Jupiter XVI Metis 1 127.96 0.294780 

xv Adrastea i 128.98 0.29826 
V Almathea 1 181.3 0.498179 
XIV Thebe 221.90 0.6745 
I 10 421.6 1.769138 
II Europa 670.9 3.551810 
III Ganymede 1,070 7.154553 
IV Callisto 1,883 16.689018 
XIII Leda 11,094 238.72 
VI Himalia 11,480 250.5662 
X Lysithea 11,720 259.22 
VII Elara 11,737 259.6528 
XII Ananka 21,200 631R 
XI Carme 22,600 692R 
VIII Pasiphae 23,500 735R 
IX Sinople 23,700 758R 

Saturn XVIII Pan 133.583 0.5750 
xv Atlas 2 137.64 0.6019 
XVI Prometheus 2 139.35 0.612986 
XVII Pandora2 141.70 0.628804 
XI Epimetheus 151.422 0.694590 
X Janus 151.472 0.694590 
I Mimas 185.52 0.9424218 
II Enceladus 238.02 1.370218 
III Tethys 294.66 1.887802 
XIV Calypso(T-) 294.66 1.887802 
XIII Telesto(T+) 294.66 1.887802 
IV Dione 377.40 2.736915 
XII Helene(T+) 377.40 2.736915 
V Rhea 527.04 4.517500 
VI Titan 1221.85 15.945421 
VII Hyperion 1481.1 21.276609 
VIII Iapetus 3561.3 79.330183 
IX Phoebe 12952 550.48R 

ranus ’ VI Cordelia 49.752 0.335033 
VII Ophelia 53.764 0.376409 
VIII Bianca 59.165 0.434577 
IX Cressida 61.777 0.463570 
X Desdemona 62.659 0.473651 
XI Juliet 64.358 0.493066 
XII Portia 66.097 0.513196 

S 
S 
S 
S 
S 
S 

S 
S 
S 
S 

0.4 

0.5 

S 
S 
S 
S 
S 

S 

S 

C 
S 

0.4 

0.054900 5.15 
0.0151 1.082 

0.00033 1.791 
< 0.004 -0 

-0 -0 
0.003 0.40 
0.015 0.8 
0.041 0.040 

0.0101 0.470 
0.0015 0.195 

0.007 0.281 
0.148 ‘27 
0.163 *175.3 
0.107 ‘29 
0.207 ‘28 
0.169 ‘147 
0.207 *163 
0.378 *148 
0.275 ‘153 

-0 -0 
0.0024 0.0 
0.0042 0.0 

0.009 0.34 
0.007 0.14 

0.0202 1.53 
0.0045 0.02 
0.0000 1.09 

-0 -0 
-0 -0 

0.0022 0.02 
0.005 0.2 
0.001 0.35 

0.0292 0.33 
0.1042 0.43 
0.0283 7.52 

0.163 * 175.3 

0.000 
0.010 
0.001 
0.000 
0.000 
0.001 

0.1 
0.1 
0.2 
0.0 
0.2 
0.1 

0.000 0.1 
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Table 13(cont). Planetary Satellites: Orbital Data 

Planet Satellite a Orbital Rot. e I 
period period deg 

103km days days 

XIII Rosalind 69.927 0.558459 0.000 0.3 
XIV Belinda 75.255 0.623525 0.000 0.0 
xv Puck 86.004 0.761832 0.000 0.3 
V Miranda 129.8 1.413 S 0.0027 4.22 
I Ariel 191.2 2.520 s 0.0034 0.31 
II Umbriel 266.0 4.144 s 0.0050 0.36 
III Titania 435.8 8.706 s 0.0022 0.10 
IV Oberon 582.6 13.463 S 0.0008 0.10 

Neptune 2 III Naiad 48.227 0.294396 0.000 4.74 
IV Thalassa 50.075 0.311485 0.000 0.21 
V Despina 52.526 0.334655 0.000 0.07 
VI Galatea 61.953 0.428745 0.000 0.05 
VII Larissa 73.548 0.554654 0.000 0.20 
VIII Proteus 117.647 1.122315 0.000 0.55 
I Triton 354.76 5.876854R S 156.834 
II Neried 5513.4 360.13619 0.7512 *7.23 

Pluto I Charon 19.405 6.38723 0 0 

Table 13: Abbreviations: R=retrograde orbit; T=: Trojan- tary oblateness; S=synchronous rotation; C=chaotic rota- 
like satellite which leads(+) or trails(-) by -60’ in longi- tion; References: From [95], with additional data for Sat- 
tude the primary satellite with same semimajor axis; (*) The urn’s F ring satellites [104], Jupiter’s small satellites [105], 
local invariable reference plane (see equation 68) of these the Uranian [84] and Neptune [86, 531 systems. 
distant satellites is controlled by Sun rather than plane- 

Feature 
Table 14. Planetary Rings 

Distance JJ r/k Optical Albedo u e 

- 

Jupiter 
Halo 
Main 
Gossamer 

Saturn 
D ring 
C inner edge 
Titan ringlet 
Maxwell ringlet 
B inner edge 
B outer edge ’ 
Cassini division 

A inner edge 
Encke gap ’ 
A outer edge d 
F-ring center 

km depth g cme2 

71492 1.000 
> 100000 1.25- 1.71 3 x 10-s 
> 122000 1.71 - 1.81 5 x 10-s [0.015] > 5 x 1o-6 
> 129000 1.8 - 3 1 x lo-’ 

60268 1.000 
> 66900 > 1.11 

74658 1.239 0.05 - 0.35 0.12 - 0.30 0.4 + 5 
77871 1.292 17 0.00026 
87491 1.452 17 0.00034 
91975 1.526 0.4 - 2.5 0.4 - 0.6 20 - 100 

117507 1.950 
0.05 - 0.15 0.2 - 0.4 5 - 20 

122340 2.030 0.4 - 1.0 0.4 + 0.6 30 - 40 
133589 2.216 
136775 2.269 
140374 2.329 0.1 0.6 0.0026 
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Feature Distance * 
km 

TABLE 14. (continued). 

r/R, Optical Albedo u e 
depth g cmm2 

G-ring center 170000 2.82 1 x 10-e 
E inner edge - 180000 3 1.5 x 10-5 
E outer edge N 480000 8 

Uranus e 
6 
5 
4 

; 
rl 

i 
x 
E 

Neptune 24766 1.000 

Galle - 41900 1.692 - 1 x 10-4 
Leverrier 53200 2.148 0.01 
1989N4R - 53200 2.148 - 1 x 10-4 
Adams( arcs) 62932 2.477 O.Ol- 0.1 

25559 1.000 
41837 1.637 N 0.3 
42235 1.652 - 0.5 
42571 1.666 - 0.3 
44718 1.750 - 0.4 
45661 1.786 N 0.3 
47176 1.834 5 0.4 
47626 1.863 > 1.5 
48303 1.900 - 0.5 
50024 1.957 - 0.1 
51149 2.006 0.5 --t 2.3 

Albedo Width 
x10-3 km 

1 

- 15 - 1.5 
- 15 -2 
- 15 - 2.5 
- 15 4 + 10 

- 15 5-i 11 

- 15 1.6 

N 15 l-4 

- 15 3-7 
- 15 -2 
8&l 20 -+ 96 

;:;; 
P51 
1151 

- 1700 
- 100 

- 4000 
- 15 

e 

0.0010 
0.0019 
0.0010 
0.0008 
0.0004 

0.0001 

0.0079 

Table 14: See Nicholson and Dones [80] and for a review of 
ring properties. Bracketed [ ] albedos are adopted. Horn et 
al. [54] find from density wave analysis that the A ring mean 
surface desity is 0 = 45 f 11 gm cm-’ for a = 2.0 - 2.2lR, 
and u = 29 III 7gm cme2 for a = 2.22 - 2.27R, with mass(A- 
ring)= 5.2 x 102rgm. 

a) See Esposito et al. [36] for a more complete list of 

Saturn’s ring features. 
b) Encke gap width=322 km. 
c) Sharp B ring edge controlled by 2:l Lindblad resonance 

with Janus. 
d) Sharp A ring edge due to 7:6 Janus’ resonance. 
e) French et al. [41]. 

Table 15. Prominent Minor Planets or Asteroids 
No. Name Dia. Tax 

A: 
e I s1 w M Period rotation 

km deg deg deg deg year hrs 

1 Ceres 933 G? 2.769 0.0780 10.61 80.0 71.2 287.3 4.607 9.075 
2 Pallas 525 2.770 0.2347 34.81 172.6 309.8 273.8 4.611 7.811 
4 Vesta 510 v 2.361 0.0906 7.14 103.4 150.1 43.3 3.629 5.342 

10 Hygiea 429 c 3.138 0.1201 3.84 283.0 316.1 33.0 5.656 27.659 
511 Davida 337 c 3.174 0.1784 15.94 107.3 339.0 244.5 5.656 5.130 
704 Interamnia 333 F 3.064 0.1475 17.30 280.4 92.2 276.8 5.364 8.727 

52 Europa 312 C 3.101 0.1002 7.44 128.6 337.0 92.6 5.460 5.631 
15 Eunomia 272 S 2.644 0.1849 11.76 292.9 97.5 327.9 4.299 6.083 
87 Sylvia 271 PC 3.490 0.0820 10.87 73.1 273.3 248.8 6.519 5.183 

3 Juno 267 S 2.668 0.0258 13.00 169.9 246.7 115.4 4.359 7.210 
16 Psyche 264 M 2.923 0.1335 3.09 149.9 227.5 318.7 4.999 4.196 
31 Euphrosyne 248 C 3.146 0.2290 26.34 30.7 63.1 341.0 5.581 5.531 
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Table 15. (cant) Prominent Minor Planets or Asteroids 
No. Name Dia. Tax 

A: 
e I i-2 M 

dzg deg 
Period Rotation 

km deg deg year hrs 

65 Cybele 
107 Camilla 
624 Hektor 
88 Thisbe 

451 Patientia 
324 Bamberga 

48 Doris 
532 Herculina 

29 Amphitrite 
423 Diotima 
121 Hermione 
375 Ursula 

13 Egeria 
45 Eugenia 
94 Aurora 
7 Iris 

702 Alauda 
19 Fortuna 
24 Themis 

2060 Chiron 
130 Elektra 
22 Kalliope 

747 Winchester 
153 Hilda 
334 Chicago 

51 Nemausa 
617 Patroclus 
420 Bertholda 

69 Hesperia 
8 Flora 

216 Kleopatra 
279 Thule 
419 Aurelia 
221 Eos 
233 Asterope 
181 Eucharis 
114 Kassandra 
773 Irmintraud 

25 Phocaea 
44 Nysa 
64 Angelina 

170 Maria 
446 Aeternitas 

1036 Ganymed 
158 Koronis 
243 Ida 

240 C 
237 C 
233 D 
232 C 
230 C 
228 C 
225 C 
225 S 
219 s 
217 C 
217 C 
216 C 
215 G 
214 C 
212 c 
203 S 
202 c 
200 c 
200 c 

189 G 
187 M 
178 C 
175 c 
170 c 
153 G 
149 P 
146 P 
143 M 
141 s 
140 M 
135 D 
133 F 
110 K 
108 T 
107 K 
103 T 
99 D 
78 S 
73 E 
59 E 
46 S 
43 A 
41 s 
39 s 
32 S 

3.437 0.1044 3.55 155.4 109.8 20.1 6.372 
3.484 0.0842 9.93 173.5 296.0 139.7 6.503 
5.181 0.0246 18.23 342.1 178.0 2.9 11.794 
2.767 0.1638 5.22 276.3 35.3 259.0 4.603 
3.062 0.0709 15.24 89.0 343.2 269.4 5.358 
2.681 0.3409 11.14 327.8 43.4 189.6 4.390 
3.110 0.0693 6.54 183.4 262.8 278.8 5.485 
2.771 0.1764 16.36 107.4 75.1 199.4 4.613 
2.555 0.0717 6.10 355.9 62.8 197.9 4.084 
3.067 0.0365 11.25 69.2 215.6 223.9 5.371 
3.438 0.1428 7.56 74.1 287.5 4.3 6.376 
3.126 0.1037 15.93 336.1 347.9 163.0 5.528 
2.576 0.0863 16.52 42.8 81.1 132.8 4.136 
2.722 0.0821 6.60 147.4 86.0 188.9 4.490 
3.164 0.0814 8.01 2.5 51.8 223.8 5.628 
2.386 0.2296 5.51 259.3 144.8 132.3 3.685 
3.195 0.0286 20.57 289.6 3.6 335.5 5.710 
2.442 0.1580 1.57 210.9 182.0 287.9 3.817 
3.126 0.1351 0.76 35.6 110.5 229.9 5.528 

13.716 0.3816 6.93 208.6 339.0 315.0 50.801 
3.113 0.2182 22.88 145.3 234.7 177.2 5.492 
2.912 0.0978 13.70 65.8 355.6 212.6 4.969 
2.995 0.3433 18.18 129.6 276.1 354.5 5.183 
3.975 0.1418 7.84 227.8 42.6 269.5 7.925 
3.875 0.0407 4.66 130.1 136.5 300.6 7.627 
2.366 0.0656 9.96 175.6 2.4 50.8 3.640 
5.230 0.1396 22.04 43.8 306.8 32.1 11.961 
3.416 0.0475 6.70 243.9 206:3 158.8 6.314 
2.979 0.1673 8.55 185.2 285.8 34.6 5.142 
2.201 0.1564 5.89 110.5 284.8 176.3 3.266 
2.795 0.2495 13.11 215.2 179.4 312.4 4.674 
4.271 0.0119 2.34 73.2 76.7 17.8 8.825 
2.595 0.2562 3.95 229.3 43.1 147.7 4.179 
3.012 0.0973 10.87 141.6 191.9 20.9 5.229 
2.661 0.0996 7.68 221.8 125.3 72.1 4.342 
3.137 0.2032 18.69 143.5 313.2 98.8 5.555 
2.675 0.1398 4.95 163.8 352.0 151.4 4.376 
2.858 0.0805 16.68 322.1 331.6 21.3 4.831 
2.400 0.2557 21.58 213.7 90.5 189.5 3.719 
2.424 0.1497 3.71 131.0 342.0 142.7 3.773 
2.682 0.1251 1.31 309.0 179.7 133.8 4.393 
2.552 0.0648 14.43 300.9 157.4 242.3 4.078 
2.787 0.1267 10.62 41.8 279.6 167.7 4.652 
2.665 0.5366 26.45 215.6 131.7 343.7 4.350 
2.870 0.0521 1.00 278.1 142.5 187.0 4.861 
2.863 0.0421 1.14 323.9 110.6 203.5 4.843 

* 

4.041 
4.840 
6.921 
6.042 
9.727 
29.43 
11.89 
9.405 
5.390 
4.622 
8.97 
16.83 
7.045 
5.699 
7.22 
7.139 
8.36 
7.445 
a.374 
5.918 
5.225 
4.147 
9.40 

*8.11 
9.19 
7.785 

> 40. 
11.04 
5.655 

12.790 
5.385 
7.44 

16.709 
10.436 
19.70 

* > 7. 
10.758 

9.945 
6.422 
8.752 

10.308 
14.18 

4.65 
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Table 15. (cant) Prominent Minor Planets or Asteroids 
No. Name Dia. Tax 

AUa 
e I R w M Period Rotation 

km deg deg deg deg year hrs 

433 Eros 20 s 1.458 0.2229 10.83 303.7 178.6 122.1 1.761 5.270 
951 Gaspra 14 s 2.210 0.1737 4.10 252.7 129.4 52.9 3.286 7.042 
434 Hungaria 10 E 1.944 0.0740 22.51 174.8 123.8 258.3 2.711 26.51 

Table 15: Size, Orbits and rotation periods [35] of promi- 
nent objects. This table is sorted by size which are largely 
determined from the visual and infrared (from IRAS) mag- 
netudes, although a few are from stellar occultations and 
other sources. All objects with diameters larger than 200 
km are included. A few smaller objects are included because 
of unusual characteristics or because they are Galileo fly-by 
targets (951 Gaspra and 243 Ida, a Koronis family mem- 
ber). 24 Themis, 221 Eos, 158 Koronis, 170 Maria and 8 
Flora are prominent representatives of major asteroid fam- 
ilies of collision fragments. The low perihelion distances 
(usually denoted q = a(1 - e)) for 433 Eros (q = 1.133AU) 

and 1036 Ganymed (q = 1.234AU) indicate that they are 
Mars’ crossers. 2060 Chiron is in a distant, comet-like or- 
bit. Initially a point source, it was catalogued as an as- 
teroid, but subsequently exhibited cometary activity as it 
approached perihelion. There is no secure diameter mea- 
surement, although its brightness indicates a large diameter 
of several hundred km. The three largest asteroids have rare 
or unusual taxonomies. The epoch for the orbit parameters 
is Oct. 1, 1989, although they are referenced to the 1950 
equinox and ecliptic (table and notes from J. G. Williams). 

*. . Periods are uncertain or controversial. 

Table 16. Near Earth Asteroids 
No Name Dia. P, Rot. 

km hrs AI? 
e I Encounter 

date(dist.in AU) 

2062 Aten 
2100 Ra-Shalom 
2063 Bacchus 
2340 Hathor 
3362 Khufu 
3554 Amun 

1862 
1566 
1620 
1685 
1863 
1865 
1866 
2102 
2201 
3103 
3200 
4179 
4183 
4197 
4486 

4034 

Apollo 
Icarus 
Geographos 
Toro 
Antinous 
Cerberus 
Sisyphus 
Tantalus 
Oljato 
1982 BB 
Phaethon 
Toutatus 
Cuno 

1982 TA 

1987 SB 
1988 EG 
1986 JK 
1986 PA 

0.9 0.20 
2.4 0.09 

0.7 0.16 
2.0 0.17 

1.5 0.21 

0.9 0.42 
2.0 0.19 
5.2 0.14 
1.8 0.18 
1.0 0.26 
8.2 0.18 

1.4 0.42 > 24.0 

6.9 0.08 

19.79 

3.065 
2.273 
5.227 

10.196 
4.02 
6.80 

0.790 0.183 18.9 
0.469 0.437 15.8 
0.701 0.350 9.4 
0.464 0.450 5.9 
0.526 0.469 9.9 
0.700 0.281 23.4 

0.647 0.560 6.35 
0.187 0.827 22.9 
0.827 0.336 13.3 
0.771 0.436 9.4 
0.890 0.606 18.4 
0.576 0.467 16.1 
0.873 0.539 41.2 
0.905 0.299 64.0 
0.905 0.299 64.0 
0.907 0.354 20.9 
0.140 0.890 22.1 
0.921 0.634 0.5 
0.718 0.637 6.8 
0.522 0.773 12.2 
0.743 0.663 3.0 
0.636 0.499 3.9 
0.896 0.680 2.1 
0.589 0.444 11.2 

l/12/95(0.127) 
g/26/97(0.171) 
3/31/96(0.068) 
10/25/00(0.197) 
l/24/00(0.293) 

6/11/96(0.101) 
8/25/94(0.033) 
8/02/96(0.221) 
4/10/99(0.190) 
11/24/98(0.163) 

12/21/97(0.138) 

8/06/96(0.115) 

11/29/96(0.035) 
12/22/00(0.143) 
10/25/96(0.085) 
8/14/00(0.047) 
2/28/98(0.032) 
7/11/00(0.122) 
8/28/97(0.206) 
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No Name 

4769 Castelia 

TABLE 16. (continued). 
Dia. P, Rot. 

hrs AI? 
e 

km 

0.550 0.483 

I Encounter 
date(dist.in AU) 

8.9 4/08/93(0.132) 

433 
887 
1036 
1580 
1627 
1980 
3102 
3288 
3361 
3552 
3671 

Eros 
Alinda 
Ganymed 
Betulia 
Ivar 
Tezcatlipoca 
1981 QA 
Seleucus 
Orpheus 
Don Quixote 
Dionysius 

22 0.18 
4.2 0.23 

38.5 0.17 
7.4 0.03 
8.1 0.12 
4.3 0.21 

2.8 0.17 
0.8 

18.7 0.02 

3908 1982 -PA 

5.27 1.133 0.223 10.83 
73.97 1.101 0.560 9.27 
10.31 1.229 0.539 26.6 
6.13 1.119 0.490 52.1 
4.80 1.124 0.397 8.4 

1.085 0.365 26.9 11/16/97(0.274) 
148 1.189 0.447 8.4 
75. 1.103 0.457 5.9 

0.819 0.323 2.7 2/12/98(0.167) 

1.212 0.714 30.8 
1.003 0.543 13.6 7/06/97(0.114) 
1.056 0.317 10.8 16/27/96(0.061) 

Table 16: Prominent Aten, Apollo, and Amor class near 
earth asteroids. Orbit elements ( q 3 a(1 -e)), e,inclination 
I, date (mm/dd/yr) of closest approach to earth and corre- 
sponding minimum separation (in AU) during the 1993-2000 
time period are from D. Yeomans (priv. comm.). These are 

taken from a list of 85 objects with well determined orbits for 
which the estimated population is over 4000 ( V(1,O) < 18). 
The size, visual albedo (P,) and rotation period are given if 
known [72]. 

Table 17. Asteroid Mass Determinations 
Object Mass Diam. density ref. 

1022 g km g cmm3 

Ceres 117 f 6 940 2.7 a 
104f6 2.4 b 

99zt 4 2.3 c 
Pallas 22 f 4 538 2.6 a 

28* 4 3.4 c 
Vesta 28 f 2 525 3.6 a 

30 f 6 3.9 c 
Hygeia 94x4 427 2.3 c 

Table 17: Masses and densities exist for only four large as- 
teroids. These masses result from tracking their orbital per- 
turbation of other asteroids (a,b,d) detected from ground- 
based astrometry: (a) Schubart 1941, (b) Landgraf [63], (c) 

Scholl et al. [93] or radio tracking of Viking Mars’ landers 
(d) Standish and Hellings [102], and from which these results 
were obtained. 



YODER 25 

Table 18. Prominent Short Period Comets: Epoch B1950 
I W a I e a T, MI M2 

- 
deg deg deg deg AU JD 

359.75 47.06 355.49 19.929 0.53703 3.9961 2448402.5 9.5 15.0 Arend 
Arend-Rigaux 
Ashbrook-Jackson 
Boethin 
Borrelly 
Brooks 2 
Brorsen-Metcalf 
Churyumov- 

Gerasimenko 
Comas Sol& 
Crommelin 
d’Arrest 
Denning-Fujikawa 
du Toit-Hartley 
Encke 
Faye 
Finlay 
Forbes 
Gehrels 2 
Giacobini- 

Zinner 
Grigg-Skjellerup 
Gunn 
Halley 
Hartley 2 
Honda-Mrkos- 

Padusakova 
Kopff 
Olbers 
Pons-Winnecke 
Schaumasse 
Schwassmann- 

Wachmann 2 
Tempe12 
Tempel-Tuttle 
Tuttle-Giacobini- 

Kresik 
Wild 2 
Wirtanen 
Wolf 2.13 162.29 203.44 27.483 0.40560 4.0843 2448862.6 10.0 16.0 

Comet 

358.31 329.06 121.45 17.888 0.60005 3.5950 2448532.2 10.0 15.5 
2.36 348.69 1.97 12.494 0.39491 3.8279 2449182.5 1.0 11.5 
0.36 22.31 13.74 4.871 0.77436 5.1329 2450556.2 10.0 14.0 

359.03 353:36 74.74 30.323 0.62390 3.6112 2452167.2 4.5 13.0 
0.56 197.99 176.25 5.548 0.49073 3.6196 2449596.5 9.0 13.5 
0.27 129.62 310.88 19.331 0.99196 17.073 2447781.4 7.8 14.0 

3.04 11.34 50.35 7.110 0.63021 3.5156 2450100.1 9.5 14.5 
359.50 45.74 60.20 12.914 0.56779 4.2719 2450244.9 8.0 12.5 
359.36 195.99 249.93 28.959 0.91875 9.2046 2455778.5 12.0 16.0 
359.19 178.04 138.30 19.528 0.61404 3.4871 2449925.8 8.5 16.0 

0.43 337.56 35.72 9.130 0.81792 4.3372 2450236.5 15.0 19.0 
3.48 251.57 308.56 2.938 0.60161 3.0050 2448862.1 14.0 18.0 
1.00 186.49 333.89 11.750 0.84690 2.2177 2451797.1 9.8 14.5 

357.83 203.95 198.88 9.091 0.57818 3.7774 2448576.6 8.0 14.0 
359.70 323.47 41.42 3.669 0.71030 3.5746 2449842.5 12.0 17.0 

2.88 310.72 333.65 7.16 0.56811 3.3481 2451302.5 10.5 15.5 
1.77 192.80 209.90 6.263 0.46357 3.7289 2450667.6 5.5 13.0 

359.22 172.52 194.68 31.828 0.70649 3.5229 2448725.7 9.0 15.5 
2.87 359.27 212.63 21.104 0.66433 2.9633 2448825.6 12.5 17.0 

358.78 196.79 67.86 10.378 0.31632 3.6010 2450288.9 5.0 10.0 
0.12 111.85 58.14 162.239 0.96728 17.9415 2446470.9 5.5 13.0 

359.41 180.74 219.24 13.63 0.70037 3.4432 2450804.3 10.5 14.5 

0.39 326.05 88.48 4.257 0.82512 3.0211 2451998.3 13.5 18.0 
2.11 162.76 120.28 4.724 0.54408 3.4645 2450266.6 3.0 13.5 

359.84 64.41 85.16 44.67 0.93031 16.8666 2460491.9 5.0 11.5 
359.31 172.30 92.75 22.302 0.63443 3.4354 2450084.9 10.0 16.0 
358.79 57.45 80.39 11.846 0.70487 4.0734 2449050.6 9.0 15.5 

358.59 18.33 113.57 4.552 0.19529 4.2357 2452292.9 7.6 14.0 
1.91 195.00 117.54 11.980 0.52282 3.1051 2451429.9 4.0 15.0 
0.24 172.52 234.58 162.49 0.90551 10.335 2450872.5 9.0 13.0 

358.80 61.68 140.82 9.230 0.65642 3.1003 2449927.1 10.0 18.0 
357.74 41.70 135.53 3.248 0.54023 3.4422 2450575.1 6.5 13.0 

0.06 356.15 81.61 11.683 65225 3.1152 2448520.1 9.0 15.5 

Table 18: This list of short period comets (period <200 
yr) has been drawn from a much larger list compiled by D. 
Yeomans (priv. comm.) and are themselves primarily taken 
from Minor Planet Circulars (also see [117]). The material 
includes orbital data (epoch 1950): a, e, I, &, w, a, the Julian 
date of perihelion passage and the absolute (Mr)and nu- 

clear (Mz)magnitudes. All comets are affected by nongrav- 
itational forces related to sublimation of ices (HaO, COa, 
N, NH2, etc.) which can significantly change the orbit over 
time, especially the timings of perihelion passage. Some as- 
teroids such as 944 Hildalgo may be extinct comets. 
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Table 19. Sun: Physical Properties 

GM8 
Mass 
Radius a (photosphere) 
Angular diameter at 1 AU 
Mean density 

1.327124399(4& 5) x lOi km3 s-’ 
1.9891 x 103’ kg 
6.960 x lo5 km 
1919’!3” 

Surface gravity 
Moment of inertia I/MR2 
Escape velocity v, = Jm 

1.408 g cmm3 
274.0 m sb2 
0.059 
617.7 km s-l 

Adopted siderial period b 
Pole: (RA Dee) 
Obliquity to ecliptic 
Longitude of ascending node 

25.38d 
Q = 286.13’; S = 63.87O 
7015’ 
75O46’ + 84’T 

Surface rotation rate0 V (v = 462 - 75 sin2 4 - 50 sin4 4) nHz 
as function of latitude 4 ( 462 nHz = 14.37’ d-l) 

Solar constant (1 AU) f 
Solar luminosity La 
Mass-energy conversion rate 
Effective temperature = (L~/ass)‘/~ 
Surface Temperature (photosphere) a 

1367.6 W me2 
3.846 x 1O33 ergs s-l 
4.3 x lOi gm s-i 
5778°K 
6600’li’(bottom); 4400’1<(top) 

Motion relative to nearby stars ’ 

Motion relative to 2.73”K BB 
deduced from thermal dipole ’ 

apex: cx = 271’; S = $30’ 
speed: 19.4 km s-1 = 0.0112AU d-l 
369f 11 km s-l 
apex: I = 26497 f 0.8; b = 4842 xt 0.5 

Sun spot cycle 
Cycle 22 solar sunspot maximum 
Photospheric deptha 
Chromospheric depth 

11.4yr 
1991 
N 400 km 
- 2500 km 

Table 19: See Cox et al. [26] for general summary of 
solar science. References: a) Alcock [2]; b) Davies et al. 
[29]; c) Allen [I]; d) Smoot et al. [99]; e) SMM/ACRIM 

result [70]. The solar constant varies by 0.04% during a 
solar cycle. During solar maximum, sunspots can change 
the solar constant by l/4% during one rotation. 
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Table 20. Solar Interior Model 
M,/MR r/R) Pressure Temp. Density L&R 

dyne cm-’ lo6 K g cmp3 LR 

0.0000 0.0000 2.477+ 17 15.710 162.2 0.0000 

0.0103 0.0462 2.144+ 17 15.010 138.4 0.0819 

0.0406 0.0766 1.716 + 17 14.000 110.6 0.2766 

0.1026 0.1116 1.234+ 17 12.650 81.64 0.5514 

0.2023 0.1520 7.889+ 16 11.100 56.62 0.7969 

0.3036 0.1873 5.108 + 16 9.864 40.34 0.9150 

0.4051 0.2216 3.248+ 16 8.803 28.42 0.9683 

0.4981 0.2546 2.066+ 16 7.920 20.01 0.9896 

0.5985 0.2943 1.182+ 16 7.012 12.93 0.9983 

0.6979 0.3419 6.048 + 15 6.114 7.584 0.9999 

0.7991 0.4073 2.460 + 15 5.138 3.679 1.0002 

0.8989 0.5129 6.198 + 14 4.594 1.231 1.0002 

0.9504 0.6177 1.731+ 14 3.082 0.4386 1 .OOOl 

0.9803 0.7363 4.203+ 13 2.031 0.1604 1 .OOOl 

0.9951 0.8489 7.059+ 12 1.000 0.0549 1.0001 

0.9999 0.9634 9.941+ 10 0.190 0.0043 1.0001 

Table 20: Standard model by Cox, Gudzik and Kidman models 1451 differ for internal radius < O.l& and which 
[26] which constrains the metallicity factor Z = 0.02 and the have 10% lower central pressure and density. 

helium mass fraction to Y = 0.291. Competing “standard” a: Pressure column reads: 2.477 + 17 = 2.477 x lOI’. 

Table 21. Solar Luminosity History 

t R(t)/R(4.6) T, pc T,E L(t)/L(4.6) 

GYP lo6 K g cmp3 K 

0.00 0.8755 13.69 81.44 5649 0.7044 

0.50 0.8939 13.75 90.19 5678 0.7496 

1.00 0.9050 13.92 95.55 5692 0.7745 

1.50 0.9153 14.12 101.5 5704 0.8000 

2.00 0.9268 14.32 108.3 5717 0.8262 

2.50 0.9386 14.54 115.6 5729 0.8561 

3.00 0.9516 14.78 124.3 5741 0.8872 

3.50 0.9651 15.04 133.8 5750 0.9185 

4.00 0.9801 15.32 145.2 5761 0.9539 

4.64 1 .oooo 15.71 162.2 5770 1 .oooo 

Table 21: Evolution of solar luminosity, radius, central 
temperature T,, pressure P, and density pc, from solar ig- 
nition at zero age to the present at 4.6 Gy [26]. Note that 

the increase in luminosity is primarily due to a change in 
photospheric radius. 
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Geoid, Topography and Distribution of Landforms 

Anny Cazenave 

1. GRAVITATION POTENTIAL 

1.1. Spherical Harmonic Expansion of the Earth 
Gravitational Potential. Stokes Coefficients 

The gravitational potential at point P outside the Earth 
due to the heterogeneous mass distribution inside the Earth 
volume is 

U=G dM 
I 

(1) 
Ma 

where G is gravitational constant, M is Earths mass and a is 
distance between a mass element dM and point P. The 
potential U is conveniently expressed through a spherical 
harmonic expansion in a terrestrial reference frame [ 1,2] 

UAy i 5 (lq 
n=Om=O r 

X (CnmCOS mh + S nm sin mh ) Pnm(Sin Cp) (2) 

where R is equatorial radius, r, g, h are spherical 
coordinates of point P. P,, (sin cp) is Legendre polynomial 
of degree n and order m. C,, and S,, refer to the Stokes’ 
coefficients which represent integral functions of the mass 
distribution inside the Earth [ 1,2] 
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Cnm 
Snm 1 

=‘(2- &,,)(“4@ ! 
MR” (n+m) ! 

X 
I 

cos mh’ r In Pnm(Sin Cp’ ) sin mh’ ( 1 dM (3) 
JM 

With definition (3), COO = 1 and SOO =.O. 
It is classical to choose the coordinate system located at the 
Earth center of mass, hence ClO, Cl 1, S 11 = 0. 

The second degree Stokes’ coefficients are related to the 
moments and products of inertia Iij with respect to the axes 
of the reference system 

C20 = I”;; [I33 - $- (111 + I22 11 (4) 
MRL L 2 J 

c2&KL 
MR2 

s&L (5) 
MR2 

C22 = --1_@22-I11) S22 - I12 

4MR2 
(6) 

2MR2 

The choice of the coordinate system is usually made with 
the assumption that the z-axis lies close to the mean axis of 
rotation and mean axis of maximum inertia. Since the latter 
two are close together, C21 and S21 are small quantities. 
C20 is the largest of all Stokes’ coefficients. It is called the 
dynamical flattening. It is on the order of 10-3. All other 
coefficients are on the order of 10-6. 

Stokes’ coefficients are classicaly derived from the 
analysis of orbital perturbations of Earth’ satellites. Sets of 
Cnml Snm coefficients are improved regularly. Table 1 
gives the first Cnm, Snm coefficients (up to degree 6) of 
the GEM-T3 geopotential model [3]. The coefficients are 
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normalized, i.e., are multiplied by a normalization factor TABLE 1. Spherical Harmonic Normalized Coefficients of 
equal to the GEM-T3 Geopotential Model (units of 106) 

1 for n = 0 (7) 
(2n + 1 )1’2 

and 

[ 

(n + m)! 1 l/2 
for n # 0 (8) 

2(2n+l)(n-m)! 

The GEM-T3 model, complete to degree and order 50, is 
derived from tracking data of 31 satellites and combines 
satellite altimeter data over oceans and surface gravimetric 
data. Other combined geopotential models have been 
derived up to degree 360 [4]. 

The long-wavelength geoid surface (equipotential surface 
of the Earth gravity field coinciding with the mean sea 
level) is presented in Figure 1. It is based on the Cnm, Snm 
coefficients of the GEM-T3 model up to degree 50. 

During the past decade, shorter wavelength geoid 
undulations have been mapped directly by altimetric 
satellites over the whole oceanic domain. Figure 2 shows 
the medium and short-wavelength geoid undulations 
mapped by the Geosat satellite. Geoid undulations are due 
to density heterogeneities in the mantle. At the shortest 
wavelengths, geoid undulations result from topography and 
crustal density variations. 

1.2. Power Spectrum of the Geopotential 
The power spectrum or degree variance of the 

geopotential is given by 

Pn= 2 (Cnrn2 + Snm2) 
m=O 

(9) 

Figure 3 shows a Log plot of the power spectrum of a 
recent geopotential model as well as of the Kaula’s 
empirical rule [5] stating that the dimensionless power 
spectrum of the geopotential follows as 

P, = (2n + 1) (lo- %i 2, (10) 

2. GEOID AND GRAVITY ANOMALIES 

2.1. Geoid, Geoid Height, Gravity Anomalies and 
Deflection of the Vertical 

The geoid is defined as the equipotential surface of the 
gravity potential W = U + Z and coincides with the mean 
sea level. Z is the kinetic potential due to the rotational 
motion of the Earth 

Index Value 
n m C S 

1 0 
1 1 
2 0 
2 1 
2 2 
3 0 
3 1 
3 2 
3 3 
4 0 
4 1 
4 2 
4 3 
4 4 
5 0 
5 1 
5 2 
5 3 
5 4 
5 5 
6 0 
6 1 
6 2 
6 3 
6 4 
6 5 
6 6 

-484.1651 

2.439 
0.9572 
2.0277 
0.9045 
0.7203 
0.5395 

-0.5361 
0.3502 
0.9909 

-0.1888 
0.0683 

-0.0582 
0.6527 

-0.4523 
a.2956 

0.1738 
-0.1495 
-0.0769 

0.0487 
0.0572 

-0.0868 
-0.2673 

0.0096 

-1.400 

0.2492 
-0.6194 
1.4139 

-0.4734 
0.6630 
-0.2009 
0.3094 

-0.0960 
-0.3239 
-0.2153 
0.0497 

-0.6689 

0.0269 
-0.3740 
0.0094 

-0.4713 
-0.5367 
-0.2371 

GM 0.398600436 x 1015 m3 se2 

Equatorial Radius 0.6378137 x lo7 m 

Flattening 11298.257 

Light Velocity 0.299792458 x lo9 m s-l 

z = ; &%0& (11) 

o is speed of rotation, r is geocentric distance and cp is 
latitude. 
Geoid height is measured above a reference surface, a 
conventional ellipsoid of revolution approximating the real 
figure of the Earth. The reference ellipsoid is usually 
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Geoid Surface Computed from GEM-T3 
contour Interval = 5 m 

90 

-60 

-90 
0 20 40 60 60 100 120 140 160 160 200 220 240 260 260 300 320 340 360 

Longitude 

Fig. 1 : Long-wavelength geoid surface deduced from the Cnm, Snm (up to n = 50) coefficients of the 
geopotential (GEM-T3 model, [3]). The Cnm, Snm coefficients are derived from the analysis of orbital 
perturbations of a large number of geodetic satellites in different inclinations (Level curves at 5 m 
interval). Solid and dashed curves correspond respectively to positive and negative geoid anomalies. 

defined as the equipotential surface V = constante with 6gp = gp - rp (15) 

V= y I+*- 1 C2no(~~nP2no(si* cp) 
1 1 

+ Z (12) 

The reference ellipsoid has same potential, same mass and 
center of mass, same angular velocity and same dynamical 
flattening as the real Earth. The geoid height measured 
above the reference ellipsoid (Figure 4) is related to the 
perturbing potential T, difference between true potential W 
and potential of the reference ellipsoid V (at the same 
point), through 

N=T- (13) 
g 

g is mean surface gravity 
The actual gravity vector is 

g=gradW (14) 

The gravity perturbation vector on the geoid is given by 

where y = grad V is the normal gravity vector of the 
ellipsoid. 
A more useful quantity is the gravity anomaly vector 
defined as 

Agp=gp - rq 

where points p and q are on the geoid and ellipsoid 
respectively. 
The magnitude and direction of the vector Ag are called 
respectively gravity anomaly and deflection of the vertical 
(i.e., angle between the normal to the geoid and the normal 
to the ellipsoid). Ag is related to the perturbing potential 
through 

The deflection of the vertical has two components (north- 
south 5 and east-west 11). The relationships between 
components &, and q of the deflection of the vertical, and 
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Fig. 2 : Marine geoid mapped by satellite altimetry. 
Since 1975, several geodetic satellites carrying onboard altimeter instruments have performed a direct 
mapping of sea surface heights hence of geoid undulations. The geoid surface presented above is derived 
from altimetric measurements collected in 1987 and 1988 by the Geosat satellite from the US Defense 
Mapping Agency. Owing to the dense coverage of oceanic areas, satellite altimetry has revealed high 
resolution features in the geoid surface. 

-5 I I I I I I I 
2 4 6 810 20 40 

HARMONIC DEGREE 

Fig. 3 : Log plot of the power spectrum of the GEM-T3 
geopotential model (A) and of the Kaula’s empirical rule 
(solid curve) versus harmonic degree. 

Fig. 4 : Schematic representation of the reference 
surfaces. 
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geoid height and gravity anomaly are 

+‘a? 
r acp 

(17) 

q=-laN 
rcoscp ah 

(1’3) 

-G i%+atl ,d& [ 1 ax ay m 
(19) 

x, y are local rectangular coordinates (dx = Rdq, 
dy = Rcos (P d h) 
For geophysical purposes, it is sometimes convenient to 
refer geoid height with respect to the hydrostatic reference 
ellipsoid, i.e., the ellipsoid which has the hydrostatic 
flattening of a fluid rotating Earth. 
Table 2 gives the numerical values of Earth geodetic 
parameters adopted by the International Earth Rotation 
Service (IERS) standards [6]. 

2.2. Isostasy 
The principle of isostasy states that topographic masses are 
balanced (or compensated) by underlying mass deficiency 
in such a way that at a given depth (the depth of 
compensation) the pressure is hydrostatic. To a good 
approximation, the Earth is in isostatic equilibrium. Isostatic 
compensation may be achieved through a variety of 
mechanisms. Most topographic loads of wavelengths < 50 
km are supported by the strength of the lithosphere and are 
uncompensated. In the range 50-500 km, loads are 
supported by elastic flexure of the upper lithosphere. At 
wavelengths > 500 km, topography is in local isostatic 
equilibrium or dynamically supported [7, 81. 
Classical models of local isostatic compensation are Airy 
and Pratt models (Figure 5). The Airy model assumes that 
the topography is balanced by a crust of constant density but 
variable thickness according to 

t= P*h 
(Pm - PC) 

(20) 

with p* = pc for topography above sea level and 
p* = pc - pw for topography below sea level. 
t is crustal root, h is topographic height above or below sea 
level, pw , pc and pm are seawater, crust and mantle 
densities. 
In the Pratt model, the topography is compensated by lateral 
density variations in a layer of constant thickness above the 
depth of compensation. The variable density is 

pAJ!Y 
H+h 

(21) 

TABLE 2. Numerical Values of Earths Geodetic 
Parameters According to the International Earth Rotation 
Service (IERS) Standards [6] 

Name Value in SI unit 

Earth Mass (M) 
Product of the Earth’s mass by 
the gravitational constant (GM) 

Observed dynamical flattening 
Normalized value (C20) 
Non Normalized value (J2) 
Equatorial radius (Re) 
Polar radius (Rp) 
Angular velocity (0) 
Observed inverse flattening (f-l) 
Hydrostatic inverse flattening 
(fh-l) 
Equatorial gravity (ge) 
Polar gravity (gp) 
Hydrostatic dynamical flattening 
(C2Oh) 
Equatorial moments of inertia 

(Ill) 
(122) 
Polar moment of inertia (133) 

5.973 x 1O24 kg 

3.986004418 x 1014 
m3 sm2 

- 484.1651 x 10-6 
1082.6362 x 10-6 
6378136.3 m 
6356753.0 m 
7.292115 x 10m5rad s-l 
298.257 

299.638 
9.780328 m ss2 
9.832186 m se2 

-480.2x lo6 

8 0094 

810096 

x 1O37 kg m2 
x 1O37 kg m2 

8.0358 x 1O37 kg m2 

with D* = pcH for topography above sea level and 
D* = p,H + p 

d” 
h for topography below sea level. H is the 

compensation epth. 
pw = 1.03 x lo3 kg me3, pc = 2.8 x lo3 kg mm3 and 
pm = 3.3 x lo3 kg rne3, 

For a two-dimensional locally compensated topography, 
the geoid height N is given by [7] 

N=- 2T 
Z~J(X, 4 dz (22) 

z is depth positive downward, Ap (x, z) is 2-D density 
contrast occuring between z = 0 and z = H. 

3. TOPOGRAPHY AND DISTRIBUTION OF 
LANDFORMS 

3.1. Actual Earth Topography 
The Earth topography presents a bimodal distribution 

with a peak near 0.5 km corresponding to the mean 
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Fig. 5 : Classical models (Airy and Pratt) of local 
isostasy. 

elevation of continental areas and a peak near 4.5 km 
corresponding to the mean ocean depth (Figure 6). Table 3 
gives the coefficients t’nm, t”nm (up to degree 6) of the 
spherical harmonic expansion of the Earth topography T. 
Coefficient are defined according to 

T(cp, A) = ; E (t’nmCOS mh + t”nmSin mh) 
n=Om=O 

x Pnm (sin Cp) (23) 

The data set used to derive the t’,,, t”,, coefficients is the The uneven ocean-continent distribution is usually 
ETOPO 5 data base distributed by the National Geophysical expressed through the ocean-continent function C, equal to 
Data Center in Boulder, Colorado. ETOPO 5 gives 1 over oceanic areas and 0 over continents. It can be 
interpolated topography above and below sea level on a expressed through a spherical harmonic expansion 

I 
-5000 0 5000 

TOPOGRAPHIC HEIGHTS (m) 

Fig. 6 : Histogram of the Earth topographic heights 
(above and below sea level) refered to sea level. 

regular 5’ x 5’ grid. Other topographic data bases have also 
been developed (e.g., the OSUJAN89, [9]). 
Figure 7 presents the power spectrum of T (defined as in 
relation (9)) showing a regular decrease with increasing 
degree. Peaks at n=l and 3 relate to the preferential 
grouping of continents over a single hemispheric cap and in 
northern latitudes. 

3.2. Oceanfloor Topography 
The mean depth of ocean ridges is = 2.5 km although 

regional variations off 1 km around the mean are observed. 
Depth of the oceanfloor increases regularly away from mid- 
ocean ridges as a result of thermal cooling and contraction 
of the oceanic lithosphere. Thermal subsidence of the 
seafloor is well approximated by an empirical relationship 
of the form [7] 

d = do + A tl/2 (24) 

d is seafloor depth referred to sea-level and positive 
downward, do is mean depth of mid-ocean ridges and t is 
crustal age. 
The value of A is around 350 m/(my)l/2 if d and do are 
expressed in m and t in my. 
Depth anomalies refer to oceanfloor topography corrected 
for thermal subsidence. 

3.3. The Ocean-Continent Distribution 
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TABLE 3. Spherical Harmonic Normalized Coefficients of TABLE 4. Spherical Harmonic Nxmalized Coefficients of 

the Earth’s Topography (in 103m) the Ocean-Continent Function (units of 10-l) 

index y&g 
n m C S 

Index Value 
n m C S 

0 
1 
1 
2 
2 
2 
3 
3 
3 
3 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
6 
6 
6 
6 
6 
6 
6 

2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
0 
1 
2 
3 
4 
5 
6 

-2.3890 
0.6605 
0.6072 
0.5644 
0.3333 
0.4208 

-0.1683 
-0.1518 
0.4477 
0.1299 
0.3612 

-0.2241 
-0.3928 
0.3761 

-0.6387 
-0.55 14 
-0.0406 
-0.0216 
0.1232 
0.5254 

-0.0549 
0.2567 
0.0013 
0.0247 
0.0601 
0.1960 

-0.1076 
0.0354 

0.4062 

0.3 173 
0.0839 

0.1244 
0.4589 
0.5733 

-0.2563 
0.0716 
-0.1291 
0.4703 

-0.0770 
-0.1577 
0.0386 

-0.0654 
0.2276 

-0.0171 
-0.1323 
0.1865 

-0.1737 
-0.2075 
0.0282 

0 
1 
1 
2 
2 
2 
3 
3 
3 
3 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
6 
6 
6 
6 
6 
6 
6 

0 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
0 

-7.102 
-1.193 
-1.076 
-0.5906 
-0.3954 

0.3861 
0.4747 
0.4709 
0.6450 

-0.1058 
-0.2791 

0.3633 
0.8801 

-0.4984 
0.1571 
1.0320 

-0.0379 
0.4983 

-0.3027 
-0.9289 

0.0058 
-0.3264 

0.0612 
0.1454 
0.0129 

-0.2704 
0.1984 

-0.0623 

-0.5905 

-0.0061 
-0.0117 

-0.3871 
-0.8860 
-0.8214 

0.2661 
-0.2185 
0.0526 

-1.0180 

0.1281 
0.2619 

-0.1275 
0.3000 
-0.4907 

0.1712 
-0.0220 
-0.2713 
0.2420 
0.2467 

-0.1399 

HARMONIC DEGREE 

Fig. 7 : Power spectrum of the Earth topography (units : 
105 m2) versus harmonic degree. 

I  ”  

Values Of COnm, SOnm are listed in Table 4 up to degree 6. 
The data set used to derive the ocean-continent function is 
the ETOPO 5 topography data base. 

C=n~Om~O(COnnCOSmh+SOnnSinmh ) 

x Prim (Sin Cp) (25) 
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Global Magnetic Field 

Jeremy Bloxham 

l.INTRODUCTION 

The Earth’s magnetic field changes on timescales 
from seconds to hundreds of millions of years. On the 
one hand, these changes in the field, which result from 
processes occuring both inside and outside the Earth, 
greatly complicate the process of providing reference 
models of the magnetic field; but on the other hand the 
temporal variations of the field, in particular those on 
periods of a few years and longer and predominantly of 
internal origin (the secular variation), provide us with 
one of the few available probes of the dynamics of the 
Earth’s deep interior. Much of the effort that is cur- 
rently invested in geomagnetic research is aimed at ex- 
ploiting this potential, but this should not suggest that 
other applications are limited. The geomagnetic field is 
of great importance in fields as diverse as mineral ex- 
ploration, long-range radio communications, cosmic ray 
physics, and, of course, navigation. 

Largely because of its importance to navigation, ob- 
servations of the magnetic field have been made for 
well over 500 years, and observations that are useful 
for mapping the global magnetic field date back almost 
400 years. The very large number of observations that 
have accumulated over this period are reduced to form 
reference maps. These maps are important for a broad 
spectrum of practical and scientific endeavours, ranging 
from navigation of ships and aircraft to studies of the 
dynamo process in the core which is responsible for the 
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generation of the Earth’s magnetic field. We begin by 
summarizing the available data; then we review the var- 
ious reference fields that are available; following this, we 
discuss the basic morphology of the field and its secular 
variation; and conclude by considering some of the in- 
ferences that may be drawn from maps of the field on 
the dynamical regime of the fluid core. 

For a comprehensive recent review of geomagnetism 
we refer the reader to the first two volumes of Jacobs’ 
Geomagnetism: of particular relevance are the chapters 
by Lange1 [18] and by Gubbins and Roberts [ll]. 

2. MAGNETIC FIELD OBSERVATIONS 

Over the last five hundred years, the technology of 
magnetic field measurement has progressed from the 
simplest magnetic compass to high resolution satellite 
measurements. In this section, we briefly discuss the 
various types of magnetic field measurements that are 
encompassed by this range of technology. 

Rather than attempting a comprehensive review of 
geomagnetic observations (for which, see [19]), we aim 
instead to guide the reader towards the relevant litera- 
ture and data archives. We do so by dividing our treat- 
ment into two parts: first we consider modern data, 
which we use to describe 20th Century data; and sec- 
ond histroical, or pre-1900 data. 

The magnetic field is a vector quantity, so to describe 
it fully at a point in space three orthogonal components 
must be measured. For example, the three orthogo 
nal components X, Y, and 2 corresponding to the local 
north, east and vertically downward directions, could be 
measured as shown in Figure 1. Instead, other compo- 
nents are often measured, such as the magnetic decli- 
nation (D), the magnetic inclination (I), the horizontal 
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Fig. 1. Geomagnetic field elements. 

field intensity (H), or the total field intensity (F). Ob- 
servations of three oriented orthogonal components of 
the field at a point in space are commonly referred to 
as vector observations; other observations are referred 
to as scalar measurements. 

2.1. Modern Data 
The first magnetic observatory was established over 

150 years ago. Since then, a large number of observa- 
tories have been founded, many of which have subse- 
quently closed or relocated. The present network of 
permanent magnetic observatories represents an invalu- 
able source of information on the secular variation. 

For mapping the main field (the part of the geomag- 
netic field originating in the Earth’s core) and the sec- 
ular variation magnetic observatory data are normally 
reduced to an annual mean, generally the mean of all 
hourly means during a given year. This averaging re- 
moves much of the contamination,due to external field 
variations, though contamination from solar cycle vari- 
ations remains as a leading source of noise in the rate- 
of-change of field at some observatories. In addition 
a large quasi-stationary offset is present due to the lo- 
cal crustal field at the observatory site. This offset has 
been the subject of much attention, especially recently 
[16,23]. Generally the data are further reduced to yield 
the X (north), Y (east), and 2 (vertically downward) 
components of the field in the local geodetic coordinate 
system. 

Magnetic survey and repeat station data greatly ex- 
pand the geographical coverage of magnetic observa- 

tions, especially in the period prior to satellite obser- 
vations. Repeat station data, observations made at in- 
tervals typically of a few years at the same site, lack the 
control of permanent magnetic observatory data (since 
the site is occupied at most for only a few days at a 
time) but are still of importance for tracking the secular 
variation. Repeat station data are reviewed by Barton 

PI. 
Survey data on the other hand are observations made 

with no attempt to re-occupy sites at which observa- 
tions were made previously. Although much of the mo- 
tivation behind magnetic surveys is to map the crustal 
field, these data are of great use in mapping the global 
magnetic field. Land based survey data are reviewed 
by Barraclough and Macmillan [2]; marine survey data 
by Sharman and Metzger [24]; and aeromagnetic survey 
data for main field modelling by Coleman [lo] and Hood 
[I31. 

The first satellite measurements of the field were 
made almost 25 years ago by Sputnik 3. Near global 
coverage was achieved with the POGO series of satel- 
lites from 1965 to 1971, which measured the total field 
intensity; Magsat in late 1979 and early 1980 achieved 
near global measurement of 3 orthogonal components of 
the field. Magsat remains unsurpassed in the quality 
of data provided, although several more recent satel- 
lite missions have provided useful data. These include 
the DE2 satellite in 1982, and the POGS satellite (part 
of the U.S. Defense Meteorological Satellite Program) 
launched in 1990. Satellite data are reviewed by Lange1 
and Baldwin [21]. 

2.2. Historical Data 
The last decade has seen a resurgence of interest in 

using historical measurements of the field to extend the 
timescale over which the field can be studied; a recent 
review is given by Jackson [17]. Adequate observations 
exist for mapping the global magnetic field back to the 
17th century. These observations consist mostly of ma- 
rine survey data early in the period, with an increasing 
number of land based survey measurements and some 
permanent magnetic observatory measurements later in 
the period. Many problems are encountered with these 
data, especially owing to the uncertainty in the geo- 
graphical coordinates of the observation points, a prob- 
lem that was especially great prior to the advent of reli- 
able chronometers for the determination of longitude in 
1768. Despite much work, the compilation of these data 
is incomplete, and it is likely that a substantial num- 
ber of measurements remain to be included. The data 
available are summarised in Table 1. For more complete 
accounts of the problems associated with using histori- 
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TABLE 1. Compiled Historical Data 
Time Period Number of Data 
1600 - 1699 3 135 
1700 - 1799 10 042 
1800 ~ 1899 45 494 

cal data for global magnetic field mapping see [4,8,14]. 
In Table 1 we summarise the approximate number of 

data that are available prior to 1900. Generally, maps 
of the field for this period use all the available data, and 
would benefit from additional data. 

3. ,THE GLOBAL MAGNETIC FIELD 

Maps of the global magnetic field aim to describe 
the magnetic field originating in the Earth’s core (the 
main field). Inevitably, these maps are contaminated by 
the crustal field at all wavelengths. These maps may be 
used either to study the core field, or to produce a refer- 
ence field at the Earth’s surface to be used, for example, 
as a baseline for crustal surveys, or for navigation. 

3.1. Spherical Harmonic Expansion of the Mag- 
netic Field 

All models of the global magnetic field are based on a 
potential field representation of the magnetic field. The 
magnetic field B(r,e,$,t) where (r,t9,$) are spherical 
polar coordinates, and t is time, can be written in the 
form 

B(r, e,4, t) = -VV(r, e,d, t> (1) 

Most models use a spherical harmonic expansion of V 

V(r,fl,f#J,t) = u? & y>“” x 
l=lm=O 

(g?(t) cosmq5 + hr(t) sinm+) Plm(cos 0) (2) 

where a is the mean radius of the Earth (6371.2km), L is 
the truncation level of the expansion, and the Pl”(cos e) 
are Schmidt quasi-normalized associated Legendre func- 
tions, where 

f 
(qycose))%f2 = & 

The coefficients g?(t) and hr(t) are called the Gauss 
geomagnetic coefficients. Note that, given the Gauss 
geomagnetic coefficients, the expansion (2) can be used 
to determine the field at all points within the region in 
which the field is potential, thus, provided the weak elec- 
trical conductivity of the mantle is neglected, allowing 

determination of the field at the core-mantle boundary. 
The components of the field in spherical polar coor- 

dinates are then given by 

B, = -g 

= 2 -&(l+ 1) (4>1+2 x 
1x1 m=O 

(gr(t) cosm~#~ + hr(t) sinm$) P,“(cose) 

1dV 
Bs = -_- 

r de 

= -5 2 (3)“” x 

l=lrn=O .” 
(g?(t) cos mq5 + h?(t) sin m$) 

dy ccos e) 
de 

i av B4 = --- 
rsine a$ 

= 2 k (;)1+2 x 

Z=lrn=O 

(gr(t)sinm+ h~(t)cosmq5)P~m(cose) 

(5) 

(6) 

Measurements are typically reported as one of the seven 
geomagnetic elements which, for a spherical reference 
Earth, are given by 

X = -Be north component 
Y = B4 east component 
Z = -B, vertically downwards 

component 

H = dm horizontal field intensity 
F = dX2+Y2+Z2 total field intensity 
I = arctan(Z/H) inclination 
L) = arctan(Y/X) declination 

Note that only the X, Y, and 2 components are lin- 
early related to the Gauss geomagnetic coefficients. The 
geometry of these seven field elements is illustrated in 
Figure 1. 

A small complication is introduced by the slight as- 
phericity of the Earth’s surface. To a reasonable approx- 
imation, the Earth’s surface can be described as an ellip- 
soid of revolution about the rotation axis. Observations 
on the Earth’s surface are oriented with respect to the 
local geodetic frame, so that the X and 2 components 
in the local geodetic frame must be transformed to give 
the -Bo and -B, components in the geocentric frame; 
additionally, the coordinates of the observation site (al- 
titude above the Earth’s surface and geodetic latitude) 
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must also transformed to yield geocentric coordinates 
(radius and co-latitude, 0). Details are given in [18]. 

The time-dependency of the field can be handled in 
one of two ways. The first is to produce discrete models 
at particular points in time, using data from a window 
centered on the time point, usually with some correc- 
tion for secular variation within the time window. The 
second approach is to solve for the time-dependency ex- 
plicity by expanding the Gauss geomagnetic coefficients 
in time, using, for example, a Taylor expansion, an ex- 
pansion in orthogonal polynomials, or an expansion in 
cubic B-splines. Using a Taylor expansion we then have 

gl”(t) = SP(tO)+(t--tokT(to)+ 
(t - toj2 ---tjjil”(to)+. ..(7) 2 

where to is the reference epoch of the model. More gen- 
erally, we can we can expand the field in basis functions, 
say, M, (t), giving 

N 

(8) 

The Taylor expansion is just a special case of this more 
general representation of the time dependency of the 
field. 

One further aspect of field modelling is the choice of 
truncation level L in the spherical harmonic expansion 
(2) and N in the temporal expansion (8). The models 
discussed in this summary fall into two classes: trun- 
cated models where L and N are prescribed, and the 
remaining coefficients determined by a least squares pro- 
cedure; and converged models where L and N are chosen 
large enough that the series (2) and (8) have converged, 
with some regularization imposed on the expansions to 
force convergence. Truncation can exacerbate some of 
the problems associated with uneven data distribution 
leading to models with spurious detail in areas of poor 
data coverage, and converged models require a rather 
subjective choice of regularization, so neither is without 
shortcomings. 

How is the truncation level, or degree of regulariza- 
tion, chosen? In Figure 2 we plot the power spectrum 
of the magnetic field out to spherical harmonic degree 
66, calculated from model M07AV6 [9]. A change in 
the slope of the spectrum is apparent around spherical 
harmonic degree 14 or 15. This break in the spectrum 
has been interpreted as representing the point where the 
crustal field overwhelms the main field at the Earth’s 
surface: at longer wavelengths (lower degree) the main 
field dominates, and a shorter wavelengths (higher de- 
gree) the crustal field dominates. Accordingly, main 
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Fig. 2. Spectrum of the magnetic field at the Earth’s 
surface in 1980, calculated from model M07AV6 [9]. 
The power is measured in nT2. 

field models are generally constructed so as to have neg- 
ligible power above degree 14. 

3.2. Representative Field Models 
The most widely used field model is the International 

Geomagnetic Reference Field (IGRF). The latest revi- 
sion of the IGRF (1991 Revision) includes nine Defini- 
tive Geomagnetic Reference Field (DGRF) models (at 
five year intervals from 1945 to 1985) and a model for 
the period 1990-1995 (IGRF 1990), which consists of 
the main field and the first time derivative at 1990. The 
IGRF is tabulated in Table 2. However, the IGRF has 
several shortcomings. It is based on a truncation of the 
spherical harmonic expansion at degree 10 which un- 
necessarily excludes part of the main field resolved by 
recent data. Furthermore, by design the IGRF does not 
yield a model of the field at all points in time. Partly 
because of these shortcomings, a large number of other 
models of the field are used, especially in studies of the 
core which are narticularlv sensitive to these problems. 

In Table 3 we list a number of models that have been 
produced recently. Our list is not comprehensive: more 
complete lists are given by [l] and [18]. Instead we have 
sought to give a representative list of field models that 
are in current use for a range of different purposes. 

How different are these models of the field, and 
are these differences important to the user? In Ta- 
ble 4 we show the coefficients of model ufml evaluated 
at the epochs of the nine DGRF models, and model 
GSFC(9/80) evaluated at each DGRF from 1960.0 to 
1980.0. Not surprisingly, the models do not agree pre- 
cisely, with greater discrepancies at earlier times. In 
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TABLE 2. The International Geomagnetic Reference Field (1991 Revision) 
m 1945 1950 1955 1960 1965 1970 1975 1980 1985 1990 

-30594 -30554 -30500 -30421 -30334 -30220 -30100 -29992 -29873 -29775 0 
1 
1 
0 
1 
1 
2 
2 
0 
1 
1 
2 
2 
3 
3 
0 
1 
1 
2 
2 
3 
3 
4 
4 
0 
1 
1 
2 
2 
3 
3 
4 
4 
5 
5 
0 
1 
1 
2 
2 
3 
3 
4 
4 
5 
5 
6 
6 
0 
1 
1 
2 
2 
3 

-2285 
5810 

-1244 
2990 

-1702 
1578 

477 
1282 

-1834 
-499 
1255 

186 
913 
-11 
944 
776 
144 
544 

-276 
-421 

-55 
304 

-178 
-253 
346 
-12 
194 
95 

-20 
-67 

-142 
-119 

-82 
82 
59 
57 

6 
6 

100 
-246 

16 
-25 

-9 
21 

-16 
-104 

-39 
70 

-40 
-45 

0 
-18 

0 

-2250 
5815 

-1341 
2998 

-1810 
1576 

381 
1297 

-1889 
-476 
1274 

206 
896 
-46 
954 
792 
136 
528 

-278 
-408 

-37 
303 

-210 
-240 
349 

3 
211 
103 
-20 
-87 

-147 
-122 

-76 
80 
54 
57 
-1 
4 

99 
-247 

33 
-16 
-12 

12 
-12 

-105 
-30 
65 

-55 
-35 

2 
-17 

1 

-2215 
5820 

-1440 
3003 

-1898 
1581 

291 
1302 

-1944 
-462 
1288 

216 
882 
-83 
958 
796 
133 
510 

-274 
-397 

-23 
290 

-230 
-229 
360 

15 
230 
110 
-23 
-98 

-152 
-121 

-69 
78 
47 
57 
-9 
3 

96 
-247 

48 
-8 

-16 
7 

-12 
-107 

-24 
65 

-56 
-50 

2 
-24 
10 

-2169 
5791 

-1555 
3002 

-1967 
1590 
206 

1302 
-1992 

-414 
1289 

224 
878 

-130 
957 
800 
135 
504 

-278 
-394 

3 
269 

-255 
-222 
362 

16 
242 
125 
-26 

-117 
-156 
-114 

-63 
81 
46 
58 

-10 
1 

99 
-237 

60 
-1 

-20 
-2 

-11 
-113 

-17 
67 

-56 
-55 

5 
-28 
15 

-2119 
5776 

-1662 
2997 

-2016 
1594 

114 
1297 

-2038 
-404 
1292 

240 
856 

-165 
957 
804 
148 
479 

-269 
-390 

13 
252 

-269 
-219 
358 

19 
254 
128 
-31 

-126 
-157 

-97 
-62 
81 
45 
61 

-11 
8 

100 
-228 

68 
4 

-32 
1 

-8 
-111 

-7 
75 

-57 
-61 

4 
-27 
13 

-2068 
5737 

-1781 
3000 

-2047 
1611 

25 
1287 

-2091 
-366 
1278 
251 
838 

-196 
952 
800 
167 
461 

-266 
-395 

26 
234 

-279 
-216 
359 

26 
262 
139 
-42 

-139 
-160 

-91 
-56 
83 
43 
64 

-12 
15 

100 
-212 

72 
2 

-37 
3 

-6 
-112 

1 
72 

-57 
-70 

1 
-27 

14 

-2013 
5675 

-1902 
3010 

-2067 
1632 

-68 
1276 

-2144 
-333 
1260 

262 
830 

-223 
946 
791 
191 
438 

-265 
-405 

39 
216 

-288 
-218 
356 

31 
264 
148 
-59 

-152 
-159 

-83 
-49 
88 
45 
66 

-13 
28 
99 

-198 
75 

1 
-41 

6 
-4 

-111 
11 
71 

-56 
-77 

1 
-26 

16 

-1956 
5604 

-1997 
3027 

-2129 
1663 
-200 
1281 

-2180 
-336 
1251 

271 
833 

-252 
938 
782 
212 
398 

-257 
-419 

53 
199 

-297 
-218 
357 

46 
261 
150 
-74 

-151 
-162 

-78 
-48 
92 
48 
66 

-15 
42 
93 

-192 
71 
4 

-43 
14 
-2 

-108 
17 
72 

-59 
-82 

2 
-27 
21 

-1905 -1851 
5500 5411 

-2072 -2136 
3044 3058 

-2197 -2278 
1687 1693 
-306 -380 
1296 1315 

-2208 -2240 
-310 -287 
1247 1246 
284 293 
829 807 

-297 -348 
936 939 
780 782 
232 248 
361 324 

-249 -240 
-424 -423 

69 87 
170 142 

-297 -299 
-214 -211 
355 353 

47 47 
253 244 
150 153 
-93 -111 

-154 -154 
-164 -166 

-75 -69 
-46 -37 
95 98 
53 61 
65 64 

-16 -16 
51 60 
88 83 

-185 -178 
69 68 

4 2 
-48 -52 
16 17 
-1 2 

-102 -96 
21 27 
74 77 

-62 -64 
-83 -81 

3 4 
-27 -27 
24 28 
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1945 1950 I m .” - 

TABLE 2. (continued) 
1955 1960 1965 1970 1975 1980 1985 1990 

7 3 2 0 -4 -6 
7 4 -29 -40 -32 -32 
7 4 6 10 8 7 
7 5 -10 -7 -11 -7 
7 5 28 36 28 23 
7 6 15 5 9 17 
7 6 -17 -18 -20 -18 
7 7 29 19 18 8 
7 7 -22 -16 -18 -17 
8 0 13 22 11 15 
8 1 7 15 9 6 
8 1 12 5 10 11 
8 2 -8 -4 -6 -4 
8 2 -21 -22 -15 -14 
8 3 -5 -1 -14 -11 
8 3 -12 0 5 7 
8 4 9 11 6 2 
8 4 -7 -21 -23 -18 
8 5 7 15 10 10 
8 5 2 -8 3 4 
8 6 -10 -13 -7 -5 
8 6 18 17 23 23 
8 7 7 5 6 10 
8 7 3 -4 -4 1 
8 8 2 -1 9 8 
8 8 -11 -17 -13 -20 
9 0 5 3 4 4 
9 1 -21 -7 9 6 
9 1 -27 -24 -11 -18 
9 2 1 -1 -4 0 
9 2 17 19 12 12 
9 3 -11 -25 -5 -9 
9 3 29 12 7 2 
9 4 3 10 2 1 
9 4 -9 2 6 0 
9 5 16 5 4 4 
9 5 4 2 -2 -3 
9 6 -3 -5 1 -1 
9 6 9 8 10 9 
9 7 -4 -2 2 -2 
9 7 6 8 7 8 
9 8 -3 3 2 3 
9 8 1 -11 -6 0 
9 9 -4 8 5 -1 
9 9 8 -7 5 5 

10 0 -3 -8 -3 1 
10 1 11 4 -5 -3 
10 1 5 13 -4 4 
10 2 1 -1 -1 4 
10 2 1 -2 0 1 
10 3 2 13 2 0 
10 3 -20 -10 -8 0 

-2 -4 -5 -5 -2 1 
-26 -22 -14 -12 -6 1 

6 8 10 16 20 20 
-6 -2 0 1 4 6 
26 23 22 18 17 16 
13 13 12 11 10 10 

-23 -23 -23 -23 -23 -23 
1 -2 -5 -2 0 0 

-12 -11 -12 -10 -7 -5 
13 14 14 18 21 22 

5 6 6 6 6 5 
7 7 6 7 8 10 

-4 -2 -1 0 0 -1 
-12 -15 -16 -18 -19 -20 
-14 -13 -12 -11 -11 -11 

9 6 4 4 5 7 
0 -3 -8 -7 -9 -12 

-16 -17 -19 -22 -23 -22 
8 5 4 4 4 4 
4 6 6 9 11 12 

-1 0 0 3 4 4 
24 21 18 16 14 11 
11 11 10 6 4 3 
-3 -6 -10 -13 -15 -16 
4 3 1 -1 -4 -6 

-17 -16 -17 -15 -11 -11 
8 8 7 5 5 4 

10 10 10 10 10 10 
-22 -21 -21 -21 -21 -21 

2 2 2 1 1 1 
15 16 16 16 15 15 

-13 -12 -12 -12 -12 -12 
7 6 7 9 9 10 

10 10 10 9 9 9 
-4 -4 -4 -5 -6 -6 
-1 -1 -1 -3 -3 -4 
-5 -5 -5 -6 -6 -6 
-1 0 -1 -1 -1 -1 
10 10 10 9 9 9 

5 3 4 7 7 7 
10 11 11 10 9 9 

1 1 1 2 1 2 
-4 -2 -3 -6 -7 -7 
-2 -1 -2 -5 -5 -6 
1 1 1 2 2 2 

-2 -3 -3 -4 -4 -4 
-3 -3 -3 -4 -4 -4 
2 1 1 1 1 1 
2 2 2 2 3 2 
1 1 1 0 0 0 

-5 -5 -5 -5 -5 -5 
2 3 3 3 3 3 
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1 m 1945 1950 
TABLE 2. (continued) 

1955 1960 1965 1970 1975 1980 1985 1990 

: 10 10 4 4 

: 10 10 5 5 

: 10 10 6 6 
: 10 10 7 7 

: 10 10 8 8 

h” 10 10 9 9 

g 10 10 

-5 -4 -3 -1 -2 -1 -2 -2 -2 -2 
-1 2 -2 2 6 4 4 6 6 6 
-1 4 7 4 4 6 5 5 5 4 
-6 -3 -4 -5 -4 -4 -4 -4 -4 -4 
8 12 4 6 4 4 4 3 3 3 
6 6 1 1 0 0 -1 0 0 0 

-1 3 -2 1 0 1 1 1 1 1 
-4 -3 -3 -1 -2 -1 -1 -1 -1 -1 
-3 2 6 -1 2 0 0 2 2 2 
-2 6 7 6 3 3 3 4 4 4 
5 10 -2 2 2 3 3 3 3 3 
0 11 -1 0 0 1 1 0 0 0 

-2 3 0 0 0 -1 -1 0 0 0 
h 10 10 -2 8 -3 -7 -6 -4 -5 -6 -6 -6 

Epoch 
1945.0 
1950.0 
1955.0 
1960.0 
1965.0 
1970.0 
1975.0 
1980.0 
1985.0 
1647.0 
1715.0 
1777.5 
1842.5 
1905.5 
1915.5 
1925.5 
1935.5 
1945.5 
1955.5 
1966.0 
1969.5 
1980.0 

TABLE 3. Representative Models of the Main Magnetic Field 
Model Name Spatial Expansion Temporal Expansion Reference 
DGRF 1945 Spherical Harmonics None 15 
DGRF 1950 Spherical Harmonics None 15 
DGRF 1955 Spherical Harmonics None 15 
DGRF 1960 Spherical Harmonics None 15 
DGRF 1965 Spherical Harmonics None 15 
DGRF 1970 Spherical Harmonics None 15 
DGRF 1975 Spherical Harmonics None 15 
DGRF 1980 Spherical Harmonics None 15 
DGRF 1985 Spherical Harmonics None 15 

Spherical Harmonics None 14 
Spherical Harmonics None 4 
Spherical Harmonics None 4 
Spherical Harmonics None 4 
Spherical Harmonics None 8 
Spherical Harmonics None 8 
Spherical Harmonics None 8 
Spherical Harmonics None 8 
Spherical Harmonics None 8 
Spherical Harmonics None 8 
Spherical Harmonics None 8 
Spherical Harmonics None 12 
Spherical Harmonics None 12 

1980.0 phs80 Harmonic Splines None 25 

1978.0-1982.0 GSFC(12/83) Spherical Harmonics Taylor series (degree 1) 19 
1960.0-1980.0 GSFC(9/80) Spherical Harmonics Taylor series (degree 3) 22 
1990.0-1995.0 IGRF 1990 Spherical Harmonics Taylor series (degree 1) 15 
1690.0-1840.0 ufm2 Spherical Harmonics cubic B-splines 7 
1840.0-1990.0 ufml Spherical Harmonics cubic B-splines 7 
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Table 5 we compare the models in Table 3 with the 
IGRF, listing for each model the RMS radial field at 
the Earth’s surface and at the core-mantle boundary, 
and the RMS difference in the radial field between each 
model and the DGRF for that year, again at the surface 
and at the core-mantle boundary. Typical differences at 
the surface are less than 50nT (or less than 0.15%) for 
models at recent times and less than 200nT for models 
of the field at earlier periods. These differences should 
be compared with the typical crustal field contribution 
to the field (which is not accounted for by these mod- 
els) of about 250nT, and the typical secular variation 
of about 50nT/year. Thus, at the Earth’s surface the 
difference between different models is small compared to 
the uncertainties introduced by crustal fields and by the 
use of out of date field models. As a further example, in 
Figure 3 we show the difference in declination calculated 
from IGRF 1990 and ufml at 1990. The gradations in 
the greyscale are at intervals of 5’, so the difference be- 
tween the models is typically very small compared to 
that required for safe navigation; local crustal anoma- 
lies, in particular, pose a far greater hazard to navigation 
than these small differences between field models. 

These differences between models at the Earth’s sur- 
face can be important, though, for crustal magnetic field 
models. Main field models are used to provide a baseline 
level for crustal surveys and small differences in base- 
line can have an important effect, especially for tying 
together adjacent surveys. However, all crustal surveys 

suffer from a more serious problem: the long wavelength 
part of the crustal signal is swamped by the main field, 
and is removed with the core field baseline. This prob- 
lem is obviously most acute for largescale crustal SW- 
veys, especially attempts at mapping the global crustal 
field. 

At the core-mantle boundary the situation is more 
complicated. The difference between different models 
amounts to around 15% of the field, even for recent mod- 
els. This figure is perhaps somewhat biased by the fact 
that we are using as our reference the DGRF models, 
which as we have discussed are not well suited to mod- 
elling the field at the core-mantle boundary. However, 
the part of the core field that is masked by the crustal 
field is obviously not included in any of the models, so 
the true uncertainty may be very large. Certainly stud- 
ies of the core field are very sensitive to the choice of 
field model. Indeed, the enterprise of using models of the 
magnetic field at the core-mantle boundary to study the 
kinematics and dynamics of the fluid outer core should 
not be separated from the enterprise of producing the 
field models in the first place. 

The differences between different models are more 
apparent when we examine the instantaneous secular 
variation, the first temporal derivative of the field. In 
Table 6 we compare the secular variation of the ra- 
dial field at the Earth’s surface and at the core-mantle 
boundary computed from model ufml with the IGRF 
at 1990, and with GSFC(9/80) at 1980, 1970, and 1960. 

Fig. 3. Difference in declination at the Earth’s surface in 1990 calculated from IGRF 1990 and ufml 
The greyscale gradations are at intervals of 5’. 
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TABLE 4a. Model ufml evaluated at the DGRF Epochs 
1945 1950 1955 1960 1965 1970 1975 1980 1985 1990 

-30565 -30511 -30434 -30331 -30214 -30102 -29990 -29872 -29769 -30611 
-2264 -2234 
5815 5807 

-1222 -1320 
2974 2988 

-1688 -1792 
1580 1575 

466 380 
1265 1289 

-1839 -1891 
-513 -491 
1251 1270 

187 209 
907 896 
-15 -50 
939 953 
788 798 
176 161 
537 528 

-277 -281 
-409 -402 

-49 -30 
295 295 

-167 -200 
-240 -236 
345 350 
-33 -15 
205 213 

85 96 
-25 -25 
-77 -91 

-147 -151 
-118 -116 

-75 -73 
72 74 
51 49 
50 53 

5 1 
-8 -5 

106 106 
-253 -250 

34 44 
-14 -8 
-15 -18 
16 11 
-8 -11 

-102 -105 
-33 -25 
74 73 

-52 -52 
-50 -52 

5 4 
-20 -22 
22 20 

-2200 -2164 -2121 -2068 -2015 -1956 -1904 -1855 
5801 5789 5778 5735 5678 5603 5496 5403 

-1431 -1545 -1664 -1780 -1900 -1998 -2073 -2143 
2998 2994 2997 3002 3014 3029 3043 3055 

-1884 -1954 -2011 -2039 -2067 -2129 -2197 -2278 
1578 1587 1597 1614 1634 1659 1683 1688 

290 206 121 33 -71 -200 -306 -381 
1298 1299 1290 1281 1273 1277 1294 1313 

-1943 -1991 -2040 -2095 -2146 -2181 -2209 -2236 
-464 -432 -402 -368 -345 -331 -305 -284 
1288 1292 1291 1281 1265 1255 1250 1249 

224 230 236 247 260 272 285 298 
888 876 860 843 832 828 820 797 
-86 -128 -166 -195 -223 -255 -300 -350 
961 961 957 953 946 939 937 938 
802 805 804 799 791 784 780 778 
150 146 154 171 192 212 231 245 
518 502 483 460 434 400 363 325 

-280 -277 -273 -269 -265 -258 -250 -243 
-395 -390 -389 -395 -406 -417 -422 -422 

-12 3 17 29 41 57 72 87 
285 270 253 236 222 200 172 142 

-230 -252 -270 -282 -291 -298 -301 -305 
-230 -225 -220 -218 -218 -219 -217 -215 
355 358 360 361 360 358 354 351 

-2 10 19 27 35 42 47 50 
224 237 248 257 261 260 254 247 
107 118 129 139 146 151 156 161 
-25 -28 -33 -41 -53 -69 -87 -104 

-104 -116 -128 -139 -149 -155 -158 -160 
-154 -158 -160 -163 -164 -166 -169 -171 
-112 -106 -99 -91 -83 -76 -69 -62 

-69 -66 -61 -55 -48 -43 -38 -33 
76 78 81 85 90 94 97 100 
47 44 43 43 45 49 54 60 
56 58 60 62 64 64 65 65 
-3 -8 -11 -15 -17 -18 -19 -19 
-1 4 11 19 29 39 49 60 

106 105 103 100 97 92 87 82 
-245 -237 -227 -216 -205 -195 -186 -178 

53 62 68 71 71 71 71 70 
-3 0 2 4 6 7 8 8 

-22 -26 -31 -36 -41 -45 -49 -54 
7 5 4 5 7 9 12 14 

-13 -14 -13 -12 -9 -6 -3 0 
-108 -110 -110 -110 -109 -106 -102 -98 

-18 -10 -2 5 13 19 25 30 
72 72 71 71 71 71 72 73 

-52 -53 -54 -55 -56 -58 -60 -63 
-54 -58 -63 -67 -72 -76 -79 -82 

4 3 3 2 2 3 3 3 
-24 -26 -27 -28 -29 -30 -31 -32 

18 17 17 17 18 19 20 21 

1 
1 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
4 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
7 
7 
7 
7 
7 
7 
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TABLE 4a. (continued) 
1 m 1945 1950 1955 1960 1965 1970 1975 1980 1985 1990 

7 
7 
7 
7 
7 
7 
7 
7 
7 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 

10 
10 
10 
10 
10 
10 
10 
10 

h 10 

3 -12 -12 -11 -9 -8 -6 -4 -2 1 3 
4 -31 -30 -29 -27 -25 -22 -19 -14 -10 -5 
4 -1 1 3 6 8 10 12 14 17 19 
5 -12 -10 -8 -6 -5 -3 -1 0 1 3 
5 29 28 27 26 25 23 22 20 19 18 
6 19 18 17 16 15 14 13 12 11 10 
6 -17 -19 -20 -22 -23 -24 -25 -26 -26 -27 
7 18 15 12 9 6 3 1 -1 -3 -5 
7 -26 -24 -22 -20 -18 -16 -13 -11 -8 -5 
0 9 9 10 10 11 12 14 15 17 18 
1 5 6 6 6 6 6 6 6 6 6 
1 6 7 7 8 9 9 10 11 11 12 
2 -6 -5 -4 -4 -3 -2 -2 -1 -1 0 
2 -15 -14 -14 -14 -14 -14 -14 -14 -15 -15 
3 -11 -11 -12 -12 -12 -11 -11 -11 -11 -10 
3 6 6 6 6 6 5 5 5 5 5 
4 4 3 1 -1 -2 -4 -6 -7 -9 -10 
4 -11 -12 -13 -14 -15 -16 -17 -18 -18 -19 
5 7 7 7 6 6 6 6 5 5 5 
5 4 4 4 4 4 5 6 7 8 9 
6 -10 -9 -7 -6 -5 -3 -2 -1 0 2 
6 17 18 18 19 19 19 18 17 17 16 
7 9 9 10 10 10 10 10 9 8 8 
7 -2 -2 -3 -4 -5 -7 -8 -10 -11 -13 
8 7 7 6 5 4 3 2 1 0 -2 
8 -14 -15 -16 -17 -18 -18 -19 -19 -19 -19 
0 9 9 9 9 9 9 9 9 9 9 
1 8 8 8 8 8 8 8 8 9 9 
1 -18 -19 -20 -21 -22 -23 -23 -24 -25 -26 
2 2 2 3 3 3 3 4 4 4 4 
2 12 12 13 14 14 14 15 15 16 16 
3 -10 -11 -11 -12 -12 -12 -13 -13 -13 -14 
3 2 3 4 4 5 6 7 7 8 9 
4 8 8 9 9 10 10 11 11 12 12 
4 0 0 0 -1 -1 -1 -2 -2 -2 -3 
5 5 5 4 3 2 1 0 -1 -2 -4 
5 2 1 -1 -2 -3 -4 -4 -5 -6 -7 
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 
6 7 8 8 8 8 8 8 9 9 9 
7 -3 -2 -1 0 1 2 3 4 5 6 
7 9 9 10 10 10 10 10 10 10 10 
8 -1 -1 0 0 1 1 2 2 2 3 
8 -3 -3 -3 -3 -3 -3 -3 -3 -3 -3 
9 1 1 1 1 0 0 0 -1 -1 -1 
9 3 2 2 1 1 0 0 0 -1 -1 
0 -2 -2 -1 -1 -1 -1 -1 -1 -1 -1 
1 -1 -1 -1 -1 -1 -2 -2 -2 -2 -3 
1 1 1 2 2 2 2 2 2 2 2 
2 1 1 2 2 2 2 2 3 3 3 
2 3 2 2 2 2 2 2 2 2 2 
3 -1 -1 -1 -2 -2 -2 -2 -2 -2 -2 
3 1 1 1 1 1 1 1 2 2 2 
4 -1 -2 -2 -2 -2 -2 -2 -2 -2 -3 
4 2 2 2 3 3 3 4 4 4 4 



BLOXHAM 57 

TABLE 4a. (continued) 
1 m 1945 1950 1955 1960 1965 1970 1975 1980 1985 1990 

fl 10 10 5 5 

h" 10 10 6 6 

it 10 10 7 7 
g 10 8 
h 10 8 
i? 10 10 9 9 

iT 10 10 10 10 

5 5 5 5 5 5 5 5 5 5 
-1 -1 -2 -2 -2 -3 -3 -3 -4 -4 
3 3 4 4 4 4 4 4 4 4 
0 0 0 0 0 -1 -1 -1 -1 -1 
0 0 0 0 0 0 0 1 1 1 

-2 -2 -2 -2 -2 -2 -2 -2 -2 -3 
-1 0 0 0 0 0 0 1 1 1 
3 3 3 3 3 4 4 4 4 4 
1 1 1 1 1 1 1 1 1 1 
1 1 1 0 0 0 0 0 0 0 
2 2 2 1 1 1 1 0 0 0 

-2 -3 -3 -4 -4 -5 -5 -6 -6 -7 

The differences at the surface range from about 10% to 
about 40% of the rms signal; at the core-mantle bound- 
ary the differences between the models are such as to 
render the secular variation effectively unresolved. 

3.3. The Magnetic Field at the Earth’s Surface 
In Figure 4 we plot the seven geomagnetic elements 

for the IGRF 1990 model at the Earth’s surface. The 
nearly dipolar nature of the field is apparent, with the 
geomagnetic equator deviating only slightly from the ge- 
ographical equator. In addition, we plot three other 
quantities at the surface: the inclination anomaly (the 
departure of the inclination from that of an axial dipole), 
and the field intensity anomaly relative to both the axial 
dipole and the inclined centered dipole (the first three 
Gauss geomagnetic coefficients). Declination and incli- 
nation anomaly measure the angular departure of the 
field from an axial dipole. Apart from near the ge- 
omagnetic poles where the declination becomes large, 
typically both the declination and inclination anoma- 
lies are roughly 15". The intensity anomaly relative to 
both the axial dipole and the inclined dipole reaches 
over 20 OOOnT, or roughly half the typical field intensity 
at the surface. The largest intensity anomaly is in the 
southern Atlantic Ocean, a large region of low field in- 
tensity. It is important to note that very substantial de- 
viations from the dipole field exist at the Earth’s surface, 
and that studies that assume some average percentage 
deviation from an axial dipole configuration may be in 
rather serious error in some regions. For example, the 
axial dipole accounts for over 90% of the power in the 
field at the Earth’s surface, which gives a rather poor 
indication of the departure of the field from the axial 
dipole configuration in certain regions. 

The secular variation of X, Y, and Z at the surface 

is shown in Figure 5 for IGRF 1990 and ufml. The 
secular variation of the vertical field in the equatorial 
Atlantic Ocean reaches almost POOnT/year, so that in 
one year the change in the field can exceed the typical 
difference between the main field models. Thus, small 
inaccuracies in the secular variation models, combined 
with changes in the pattern of secular variation, consti- 
tute a significant error when models of the secular vari- 
ation are used to extrapolate main field models to the 
present day. Indeed, the development of more reliable 
methods of extrapolating forward from the most recent 
global magnetic field model to calculate the present field 
is a pressing problem in geomagnetism of considerable 
practical importance. 

3.4. The Magnetic Field at the Core-Mantle 
Boundary 

In Figure 6, by contrast, we plot the radial compo- 
nent of the magnetic field at the core-mantle boundary 
for the interval 1690-1840 at 50 year intervals (calcu- 
lated from model ufm2), and for the interval 1840-1990 
at 25 year intervals (calculated from model ufml). At 
the core-mantle boundary the field departs substantially 
from a dipole: several magnetic equators are evident, 
and the radial field has very low intensity near the ge- 
ographical poles. The total intensity anomaly identi- 
fied at the Earth’s surface can be traced at the core- 
mantle boundary to the arrangement of patches of flux 
of opposite sign in the region beneath the southern At- 
lantic Ocean. Although the field intensity at the core- 
mantle boundary is not anomalously low in this region, 
the patches interfere destructively when the field is up- 
wardly continued to the Earth’s surface. 

We do not plot the instantaneous secular variation 
at the core-mantle boundary. As we have argued, this is 
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TABLE 4b. Model GSFC(9/80) 
evaluated at the DGRF Epochs 

1 m 1960 1965 1970 1975 1980 
-30440 -30336 -30219 -30099 -29988 .!T 1 0 

I3 1 1 
h 1 1 

g 2 0 

g 2 1 
h 2 1 
g 2 2 
h 2 2 

g 3 0 

g 3 1 
h 3 1 

g 3 2 
h 3 2 

g 3 3 
h 3 3 
g 4 0 

g 4 1 
h 4 1 

g 4 2 
h 4 2 

g 4 3 
h 4 3 

g 4 4 
h 4 4 

.!T 5 0 

g 5 1 
h 5 1 

g 5 2 
h 5 2 

g 5 3 
h 5 3 

g 5 4 
h 5 4 
g 5 5 
h 5 5 

g 6 0 

g 6 1 
h 6 1 

g 6 2 
h 6 2 

g 6 3 
h 6 3 

g 6 4 
h 6 4 
g 6 5 
h 6 5 
g 6 6 
h 6 6 

: ; 
0 
1 

h 7 1 

g 7 2 
h7 2 

-2166 -2118 -2063 -2007 -1957 
5764 5765 5723 5662 5607 

-1540 -1659 -1778 -1893 -1997 
2996 2997 3000 3009 3028 

-1947 -2010 -2037 -2065 -2129 
1578 1582 1596 1622 1663 

202 112 22 -78 -199 
1299 1295 1281 1272 1280 

-1994 -2041 -2097 -2149 -2181 
-423 -398 -360 -332 -336 
1294 1294 1282 1266 1251 
229 238 249 261 271 
873 857 838 826 833 

-125 -168 -198 -223 -252 
964 956 951 946 937 
812 807 801 792 782 
139 150 169 191 212 
505 486 466 439 397 

-277 -271 -266 -262 -257 
-389 -389 -394 -404 -420 

-7 14 22 30 52 
267 251 237 221 198 

-257 -268 -277 -286 -298 
-228 -220 -215 -214 -217 
355 359 361 360 357 

14 15 21 31 45 
237 250 259 263 262 
113 127 138 146 150 
-32 -33 -40 -54 -74 

-113 -126 -137 -145 -151 
-158 -160 -161 -162 -162 
-107 -98 -90 -84 -78 

-74 -68 -62 -55 -48 
78 81 84 88 92 
50 47 45 46 49 
53 59 62 64 65 
-6 -10 -13 -14 -15 
3 7 15 27 42 

103 103 102 98 93 
-240 -227 -215 -203 -191 

63 70 74 74 71 
2 1 1 2 4 

-26 -34 -39 -42 -43 
-6 -4 0 6 14 

-12 -10 -7 -5 -2 
-103 -110 -113 -112 -107 

-21 -14 -6 5 18 
69 70 70 71 71 

-51 -53 -55 -56 -58 
-54 -62 -69 -76 -83 

0 1 1 1 1 
-27 -27 -27 -27 -27 

TABLE 4b. (continued) 
1 m 1960 1965 1970 1975 

m 11 13 g 7 
h 7 
g 7 
h 7 
g 7 
h 7 
g 7 
h 7 
g 7 
h 7 

: :: 
h 8 
g 8 
h 8 
g 8 
h 8 
g 8 
h 8 
g 8 
h 8 
g 8 
h 8 
g 8 
h 8 
g 8 
h 8 
g 9 
g 9 
h 9 
g 9 
h 9 
g 9 
h 9 
g 9 
h 9 
g 9 
h 9 
g 9 
h 9 
!s 9 
h 9 
g 9 
h 9 
g 9 
h 9 
g 10 
g 10 
h 10 
g 10 
h 10 
is 10 
h 10 

3 

3 
4 
4 
5 
5 
6 
6 
7 
7 
0 
1 
1 
2 
2 
3 
3 
4 
4 
5 
5 
6 
6 
7 
7 
8 
8 
0 
1 
1 
2 
2 
3 
3 
4 
4 
5 
5 
6 
6 
7 
7 
8 
8 
9 
9 
0 
1 
1 
2 
2 
3 
3 

-9 -8 
-32 -27 

4 7 
-3 -2 
25 23 
15 14 

-24 -24 
-4 -4 

-21 -18 
7 10 
6 6 
9 9 

-4 -2 
-12 -13 
-12 -12 

5 5 
-2 -4 

-16 -17 
11 9 

3 5 
-7 -4 
27 24 
17 14 

0 -3 
4 3 

-16 -16 
11 10 

7 8 
-23 -23 

2 2 
14 15 

-12 -12 
4 5 

12 11 
-1 -2 
2 0 

-2 -3 
0 -1 

10 10 
2 3 

12 12 
2 2 
0 -1 
4 2 

-1 0 
-1 -2 
-2 -3 
2 2 
2 2 
1 1 

-4 -4 
2 2 

16 
-7 

-22 
10 
-1 
22 
13 

-24 
-4 

-15 
13 

6 
8 

-1 
-15 
-11 

4 
-5 

-19 
8 
6 

-2 
22 
12 
-7 
1 

-16 
8 
9 

-23 
1 

15 
-12 

6 
10 
-3 
-1 
-5 
-1 
10 

4 
11 

2 
-3 
-1 
1 

-2 
-3 
2 
2 
1 

-5 
2 

18 
-6 

-18 
13 
0 

20 
12 

-24 
-3 

-13 
16 

7 
8 
0 

-16 
-11 

4 
-6 

-21 
6 
8 
1 

19 
10 

-10 
0 

-15 
7 

10 
-22 

1 
16 

-12 
8 

10 
-4 
-3 
-6 
-1 
10 
6 

11 
2 

-4 
-3 

1 
-3 
-4 
1 
2 
0 

-5 
2 

1980 
20 
-6 

-13 
16 

1 
18 
11 

-24 
-3 

-10 
19 

7 
8 
1 

-18 
-10 

3 
-7 

-22 
4 
9 
4 

16 
7 

-13 
-1 

-15 
5 

11 
-22 

1 
16 

-12 
9 
9 

-5 
-4 
-8 
-1 
10 

7 
11 

2 
-5 
-5 
2 

-3 
-4 
1 
3 
0 

-6 
3 



TABLE 4b. (continued) 
1 m 1960 1965 1970 1975 1980 

g10 4 -2 -2 -2 -2 -2 
h10 4 7 6 6 6 6 
g10 5 5 5 5 5 5 
h10 5 -4 -4 -4 -4 -4 
g10 6 6 5 5 4 3 
h10 6 1 1 0 -1 -1 
g10 7 -2 -1 0 0 1 
h10 7 -4 -3 -2 -2 -1 
g10 8 1 1 2 2 2 
h10 8 2 2 3 4 4 
g10 9 1 2 2 3 3 
h10 9 1 1 0 0 -1 
g 10 10 -1 -1 -1 0 0 
h 10 10 -5 -5 -6 -6 -6 

extremely poorly determined, and any map would be es- 
sentially meaningless. Taking the lower estimates of the 
rms secular variation in Table 6, we derive a timescale 
for the secular variation at the core-mantle boundary of 
about 150 years. This is rather misleading since over 
the last three hundred years we observe that much of 
the pattern of the field at the core surface has changed 
little. In Figure 7 we show the average field at the core- 
mantle boundary over the period 1840-1990, which in- 
deed shows substantial similarity to the individual maps 
in Figure 6. Note that the steady part of the field, which 
accounts for over 80% of the power in the radial field 
over this period, is nearly antisymmetric about the ge- 
ographical equator. 

How do we reconcile this sizeable steady compo- 
nent with the inference of such a short timescale for 
the secular variation? A clue is found from examin- 
ing the timescale of the secular variation at the surface, 
for which we obtain an estimate about five times longer 
than the 150 years found above. The explanation of 
this is tnat long wavelength ingredients of the field are 
changing more slowly with time than short wavelength 
ingredients. 

Much recent work has been devoted to explaining 
the origin of the secular variation, particularly to pro- 
ducing maps of the fluid flow at the core surface that 
generates the observed secular variation. A review of 
this work is given by [6]. In Figure 8 we show a typical 
flow map, representing the steady part of the.fluid flow 
at the core surface over the last 150 years. This flow 
explains over 95% of the power in the time variations of 
the radial field during this period. Typical flow speeds of 
around 20km/yr are obtained, suggesting an advective 
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TABLE 5. Comparison of Main Field Models 
Model Name RMS B, RMS A&. 

surface cmb surface cmb 
nT FT nT PT 

1990 
igrf 1990 35 967 299 
ufml 35 958 299 

1985 
dgrf 1985 
ufml 

36 073 300 
36 071 304 

1980 
dgrf 1980 
gsfc(9/80) 
phs80 
1980 (G&B) 
ufml 

36 205 300 
36 201 318 
36 213 299 
36 206 304 
36 202 318 

1975 
dgrf 1975 
gsfc(9/80) 
ufml 

36 318 299 
36 312 314 
36 322 302 

1970 
dgrf 1970 
gsfc(9/80) 
ufml 

36 448 299 
36 442 315 
36 442 301 

1965 
dgrf 1965 
gsfc(9/80) 
ufml 

36 569 300 
36 568 300 
36 566 300 

1960 
dgrf 1960 
gsfc(9/80) 
ufml 

36 656 298 
36 668 330 
36 667 300 

1955 
dgrf 1955 
ufml 

36 734 299 
36 738 299 

1950 
dgrf 1950 
ufml 

36 774 320 
36 778 297 

1945 
dgrf 1945 
ufml 

36 797 316 
36 808 296 

73 66 

65 63 

29 103 
22 34 
20 49 
55 60 

57 
54 

94 
54 

57 97 
49 52 

64 113 
54 52 

114 144 
80 56 

109 

171 

197 

76 

128 

130 

timescale of order 10’ years in the core. The pattern of 
fluid flow is nearly symmetric about the equator, and 
the flow is consistent with a nearly geostrophic balance. 
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Fig. 4. IGRF 1990 at the Earth’s surface. Solid contours represent positive values, dashed contours 
negative values, and bold contours zero. 
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X - IGRF 1990 Contour interval 25nTlyr 

Fig. 5. Secular variation at the Earth’s surface from IGRF 1990 and ufml. Solid contours represent 
positive values, dashed contours negative values, and bold contours zero. 

TABLE 6. Comparison of Secular Variation Models 
Model Name RMS a&./at RMS AaB,./l% 

surface cmb surface cmb 
nT/yr nT/yr nT/ yr nT/yr 

1990 
ufml 56 2 053 
igrf 1990 55 2 463 9 2105 

1980 
ufml 64 2 066 
gsfc(9/80) 69 8016 26 7 674 

1970 
ufml 61 2 042 
gsfc(9/80) 61 7 892 6 7 633 

1960 
ufml 55 1983 
gsfc(9/80) 62 7 938 19 7 725 



Fig. 6. The radial component of the magnetic field at the core-mantle boundary calculated from 
models ufml and ufm2. The contour interval is lOOpT; solid contours represent flux into the core, 
dashed contours flux out of the core, and bold contours zero flux. 
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e25 km/yr 

Fig. 8. The steady part of the fluid how at the core surface for the period 1840-1990. 

4. CONCLUDING REMARKS 

It should be rather obvious to the reader from this 
article that the seemingly simple demand for accurate 
models of the magnetic field is not straightforwardly ac- 
commodated. Any map or model of the current mag- 
netic field is necesarily based on data recorded some 
years previously, and so must be extrapolated forward 
using a model of the secular variation; maps of the mag- 
netic field originating in the Earth’s core are necessarily 
incomplete and are contaminated by crustal fields and 
external fields; and maps of the field, when continued 
downward to the core-mantle boundary, are very sensi- 
tive to the method of field modelling used. Any user of 
magnetic field maps or models must keep these short- 
comings in mind, especially those who wish to map the 
magnetic field at the core-mantle boundary. 

APPENDIX: DATA SOURCES 

World Data Centers 

World Data Center Cl for Geomagnetism 
British Geological Survey 
Murchison House 
West Mains Road 
Edinburgh 
EH9 3LA 
Scotland 

World Data Center A for Marine Geology and 
Geophysics 
National Geophysical Data Center 
National Oceanic and Atmospheric Administra- 
tion 
325 Broadway 
Boulder 
CO 80303 
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World Data Center A for Rockets and Satellites 
National Space Science Data Center 
NASA Goddard Space Flight Center 
Greenbelt 
MD 20771 

World Data Center A for Solid Earth Geophysics 
National Geophysical Data Center 
National Oceanic and Atmospheric Administra- 
tion 
325 Broadway 
Boulder 
CO 80303 
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Seismic Models of the Earth: Elastic and Anelastic 

T. G. Masters and P. M. Shearer 

1. INTRODUCTION 

The intent of this chapter is to give a brief review of 
the current state of seismological modeling of the Earth’s 
interior. The Earth is nearly spherically symmetric - we 
shall see below that departures from spherical symmetry 
in ‘the deep Earth are only a few percent in magnitude - 
so it is useful to think of a spherical reference state with 
small perturbations superimposed. We write 

m(r, e,d) = m0(r> + Sm(r, @,4) (1) 

where m denotes a vector of physical properties needed 
to define the seismic model. The spherical part of the 
model, mu (sometimes called the “terrestrial monopole”), 
has been the subject of investigation for several decades 
and quite precise models have existed for nearly fifty years. 
Our knowledge of the aspherical part of the model, at 
least on a global scale, has improved dramatically in the 
last decade, largely as a result of the availability of high- 
quality digital data sets. 

2. SPECIFICATION OF EARTH MODELS 

What are the properties that comprise the vector m? 
We consider first the spherical part of the model. The 
traditional data sets used to constrain ma include free- 
oscillation frequencies, surface-wave phase velocity mea- 
surements, and travel times of body-waves. Free-oscill- 
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ation frequencies have some sensitivity to density and, of 
course, all the data sets are sensitive to the seismic veloc- 
ities. Until the mid-1970’s, the terrestrial monopole was 
assumed to be perfectly elastic and isotropic. An isotropic 
model is specified by three functions of radius: density p, 
and the Lame parameters, X and p (p is also called the 
“rigidity” or “shear modulus”). Other combinations of 
elastic moduli in common usage for isotropic materials 
are 

> (2) 

where K, is the adiabatic bulk modulus, E is Young’s 
modulus, and g is Poisson’s ratio. The Earth’s mantle has 
a Poisson’s ratio close to 0.25 which is achieved when 
X = p. The fluid outer core is often modeled as a perfectly 
elastic (inviscid) fluid where b = 0 so c = 0.5. The elastic 
moduli can be cast in terms of the seismic velocities, VP 
and V,: 

/I=dCs’ I 

Ks = p(v,’ - ;vjj I 
x = p(vp2 - 2v,2) 

, (3) 

In the mid 70’s it became clear that the weak attenuation 
of seismic energy in the Earth has a significant effect on 
the modeling of seismic data. In any attenuating body, 
the moduli must be frequency dependent (an effect called 
“physical dispersion”) so that the Earth sensed by low- 
frequency free oscillations is different from that sensed by 
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high-frequency body waves. In fact, it had been noticed 
that models made using free oscillations alone predicted 
travel-times which were offset from the observed travel- 
times. This difference was called the “baseline” effect 
and was originally ascribed to a continental bias to seis- 
mic travel times because of the distribution of seismic re- 
ceivers. However, it is now clear that much of the baseline 
effect can be explained by physical dispersion. 

Specification of a weakly attenuating Earth model is 
complicated by the fact that there are now a multitude 
of possible constitutive relationships to choose from. It 
is usual to choose some simple visco-elastic behavior to 
model real-Earth materials, with a standard linear solid 
(SLS) being a common choice. A SLS exhibits elastic- 
type instantaneous deformation when stressed but then 
relaxes with a characteristic time constant. Such a mate- 
rial preferentially attenuates seismic energy at a specific 
frequency. A composite body can be constructed which 
attenuates energy over a broad range of frequencies to 
produce an “absorption band” that mimics the observed 
absorption of energy in the Earth. The “elastic” moduli 
describing this behavior are now complex and frequency- 
dependent. For example, we can write the shear modulus 
as 

P(W) = PO [ 1 + d&J) + QL(w)] (4) 

where d and Q are small if attenuation is weak, and ~0 is the 
“unrelaxed modulus” which describes the initial response 
of the material to loading. Conventionally, seismic atten- 
uation is described using the “quality factor,” Q, which is 
related to the amount of energy lost per cycle, AE when 
the material is stressed at frequency w: 

2T AE -=-- 
Q E 

and E is the peak strain energy. In terms of the complex 
modulus, the attenuation in shear, 1 /Q,(w), is defined as 
Im(p(w))/Re(p(w)). An equation similar to (4) can be 
defined for the bulk modulus and the quality of attenuation 
in compression, &K(W). Qp and QK together provide a 
phenomenological description of attenuation in the Earth 
and must be specified as a function of depth and frequency. 
The fact that the elastic moduli are complex leads to com- 
plex frequencies of free oscillation which means simply 
that the oscillations decay. Observation of the decay rates 
of the oscillations can, in principle, be used to constrain 
Qp and QK as a function of depth and frequency, and we 
shall discuss this below, 

The physical dispersion is controlled by d(w) which can 
be computed from q(w) if q is known for all frequencies 

[ 1, section 5.51. Of course this is impossible, so further as- 
sumptions about the frequency dependence of q (or equiva- 
lently Q) must be made before the physical dispersion can 
be computed. Observations of attenuation over a broad 
range of frequencies are consistent with Q being roughly 
independent of frequency from periods of a few seconds 
down to periods of about an hour. With this constraint, 
d(w) can be calculated and we find that the modulus at 
one frequency within the absorption band is related to the 
modulus at another frequency by 

p(w1) ] + 2 ln WI -= - 
( > 

- 
AJJ2) TQh w2 

This means that seismic velocities change by about 1% 
for a period change of 1 ---f 1000 sets if Q N 200. The 
number is increased to 4% if Q ? 60. 

The next major evolution in spherical-Earth modeling 
came in the early 80’s when it became clear that depar- 
tures from elastic isotropy might be needed. A generally 
anisotropic model (with up to 21 elastic moduli) cannot 
exhibit spherical symmetry but a model with elastic ve- 
locities in the radial direction different from elastic veloc- 
ities perpendicular to the radial direction can be spheri- 
cally symmetric. Such a material is called transversely 
isotropic. There are now five independent elastic coeffi- 
cients (as opposed to two for the isotropic case). In Love 
notation, these moduli are given the symbols A, C, N, L 
and F. An isotropic model can be thought of as a special 
case of the transversely isotropic model when A=C=A+2p, 
N=L=b and F=X. In terms of the seismic velocities in the 
radial direction (I&,, V,,) and in the transverse direction 
(Vph, GA we have 

A=pV,‘,) 

(5) 

The fifth constant, F, is a function of the velocities at in- 
termediate incident angles [7]. 

Having decided upon the physical parameters to be in- 
cluded in the model, we must still decide how to param- 
eterize the structure. Recently, it has become common to 
use polynomial representations of the density and seismic 
velocities as a function of frequency (IASP91, PREM). 
One difficulty is choosing the radial knots at which the 
polynomials are broken. There are several radii in the 
Earth at which there is clear evidence for a sharp change 
in structure of a global nature. The most prominent of 
these is the core-mantle boundary (CMB) followed by the 
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inner-core boundary (ICB) and Moho. There is now good 
evidence for the global nature of sharp changes in structure 
at depths of 410 km and 660 km [34] though there is also 
evidence for some variability in the depth and strength of 
these “discontinuities.” Other radii have been proposed 
but the evidence for other discontinuities of global ex- 
tent is weak. In particular, there is little evidence for a 
globally-coherent 220 km discontinuity, although it ap- 
pears to be present in some locations. The top of the D” 
region (roughly the bottom 250 km of the mantle) also 
shows evidence for a sharp change in structure in some 
locations but again its properties vary spatially. Section 4 
discusses the discontinuities in more detail while section 
5 discusses the parameterization of aspherical models. 

3. SOME SPHERICAL MODELS 

Modern spherical Earth models are built using large data 
sets of free-oscillation frequencies, surface-wave phase 
velocities, and the travel-times of body waves. All these 
data sets are, to some extent, contaminated by the effects 
of 3-dimensional structure and much effort has been ex- 
pended in constructing data sets which are representative 
of the spherically-averaged structure. The free-oscillation 
and phase-velocity data sets are summarized elsewhere in 
this volume. These data sets sample the Earth at frequen- 
cies between 0.3 and 1.5 mHz so a model of the frequency- 
dependence of structure must also be included. The ab- 
sorption band model described in section 2 is generally 
felt to be an adequate model for the long-period data but 
requires that Q be roughly independent of frequency in the 
band covered by the data. It is unlikely that such an atten- 
uation model will be valid up to a period of about 1 second 
which is the dominant period of the P-wave body waves 
whose travel-times are compiled by the International Seis- 
mological Centre (ISC). This makes it difficult to include 
the absolute times of body waves in global inversions even 
though such datacan enhance the depth resolution of struc- 
ture in some parts of the Earth. Dziewonski and Anderson 
[7] circumvented this problem by using the shape of the 
travel time curve rather than the absolute times since, for 
teleseismic P-waves, it is likely that the effect of physical 
dispersion can be modeled by a baseline shift of the whole 
travel time curve. 

Model PREM is shown Figure 1 and the isotropic ver- 
sion is listed in Table 1. This model has a pronounced 220 
km discontinuity and is transversely isotropic above this 
depth. Montagner and Anderson [22] have experimented 
with the depth extent of anisotropy using a new compila- 
tion of free-oscillation frequencies. Their models, which 
do not have a 220 km discontinuity, show an interesting 
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Fig. 1. Seismic velocities and density vs. radius for 
PREM [7] shown as solid lines, and SP6 [27], which is 
a modified version of the IASP model, shown as dashed 
lines. PREM and SP6 are in close agreement through- 
out the lower mantle and core, with the largest differences 
occuring in the gradients just above and below the core- 
mantle boundary. PREM contains transverse isotropy in 
the uppermost mantle between 24.4 and 220 km depth; the 
lines plotted show the minimum and maximum velocities. 
PREM has three major discontinuties in the upper mantle 
at depths of 220, 400 and 670 km, and an S-wave low- 
velocity zone between 80 and 220 km. SP6, like IASP91, 
contains upper-mantle discontinuities only at 410 and 660 
km, with no low-velocity zone. 
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TABLE 1. Preliminary Reference Earth Model (isotropic version) 
Radius Depth 

(A) 

v, - P Q/t Q;K,’ 
(GPa) (G?a) 

‘v P g 
(km) k-4 Ws) (kg m-3> (GPa) (m ss2) 
0.0 6371.0 11262.2 3667.8 13088.5 84.6 1327.7 1425.3 176.1 0.44 364.0 0.00 

100.0 
200.0 
300.0 
400.0 
500.0 
600.0 
700.0 
800.0 
900.0 
1000.0 
1100.0 
1200.0 
1221.5 
1221.5 
1300.0 
1400.0 
1500.0 
1600.0 
1700.0 
1800.0 
1900.0 
2000.0 
2100.0 
2200.0 
2300.0 

6271.0 
6171.0 
607 1 .O 
5971.0 
5871.0 
5771.0 
5671 .O 
5571.0 
547 1 .o 
5371.0 
527 1 .O 
5171.0 
5 149.5 
5 149.5 
507 1 .o 
497 1 .o 
4871.0 
4771.0 
467 1 .O 
457 1 .o 
447 1 .o 
4371.0 
427 1 .O 
4171.0 
407 1 .o 

11260.6 
11255.9 
11248.1 
11237.1 
11223.0 
11205.8 
11185.4 
11161.9 
11135.2 
11105.4 
11072.5 
11036.4 
11028.3 
10355.7 
10309.7 
10249.6 
10187.5 
10122.9 
10055.8 
9985.6 
9912.1 
9835.0 
9754.0 
9668.7 
9578.8 

2400.0 397 
2500.0 387 
2600.0 377 
2700.0 367 
2800.0 357 
2900.0 347 

.O 9484.1 

.O 9384.2 

.O 9278.8 

.O 9167.6 

.O 9050.2 

.O 8926.4 
3000.0 3371 .o 8795.8 
3100.0 3271.0 8658.1 
3200.0 3171.0 8513.0 
3300.0 307 1 .o 8360.2 
3400.0 297 1 .O 8199.4 
3480.0 2891.0 8064.8 
3480.0 2891 .O 13716.6 
3500.0 287 1 .O 13711.7 
3600.0 277 1 .O 13687.6 
3630.0 2741 .O 13680.4 
3700.0 267 1 .O 13596.0 
3800.0 2571.0 13477.4 
3900.0 247 1 .O 13360.8 
4000.0 2371.0 13245.3 
4100.0 227 1 .O 13130.6 

3666.7 
3663.4 
3657.9 
3650.3 
3640.4 
3628.4 
3614.1 
3597.7 
3579.0 
3558.2 
3535.2 
3510.0 
3504.3 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

7264.7 
7264.9 
7265.7 
7266.0 
7234.0 
7188.9 
7144.2 
7099.7 
7055.2 

4200.0 2171.0 13015.8 7010.5 

13086.3 
13079.8 
13068.9 
13053.7 
13034.1 
13010.1 
12981.8 
12949.1 
12912.1 
12870.8 
12825.0 
12775.0 
12763.6 
12166.3 
12125.0 
12069.2 
12009.9 
11946.8 
11879.9 
11809.0 
11734.0 
11654.8 
11571.2 
11483.1 
11390.4 
11293.0 
11190.7 
11083.4 
10970.9 
10853.2 
10730.1 
10601.5 
10467.3 
10327.3 
10181.4 
10029.4 
9903.4 
5566.5 
5556.4 
5506.4 
5491.5 
5456.6 
5406.8 
5357.1 
5307.3 
5257.3 
5207.2 

84.6 
84.6 
84.6 
84.6 
84.6 
84.6 
84.6 
84.6 
84.6 
84.6 
84.6 
84.6 
84.6 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

312.0 
312.0 
312.0 
312.0 
312.0 
312.0 
312.0 
312.0 
312.0 

1327.7 1424.8 175.9 0.44 363.7 
1327.7 1423.1 175.5 0.44 363.0 
1327.7 1420.3 174.9 0.44 361.8 
1327.7 1416.4 173.9 0.44 360.2 
1327.7 1411.4 172.7 0.44 358.0 
1327.7 1405.3 171.3 0.44 355.4 
1327.7 1398.1 169.6 0.44 352.3 
1327.7 1389.8 167.6 0.44 348.8 
1327.7 1380.5 165.4 0.44 344.8 
1327.7 1370.1 163.0 0.44 340.4 
1327.7 1358.6 160.3 0.44 335.5 
1327.7 1346.2 157.4 0.44 330.2 
1327.7 1343.4 156.7 0.44 329.0 

57823.0 1304.7 0.0 0.50 329.0 
57823.0 1288.8 0.0 0.50 324.7 
57823.0 1267.9 0.0 0.50 318.9 
57823.0 1246.4 0.0 0.50 312.7 
57823.0 1224.2 0.0 0.50 306.3 
57823.0 1201.3 0.0 0.50 299.5 
57823.0 1177.5 0.0 0.50 292.3 
57823.0 1152.9 0.0 0.50 284.9 
57823.0 1127.3 0.0 0.50 277.1 
57823.0 1100.9 0.0 0.50 269.1 
57823.0 1073.5 0.0 0.50 260.8 
57823.0 1045.1 0.0 0.50 252.2 
57823.0 1015.8 0.0 0.50 243.3 
57823.0 985.5 0.0 0.50 234.2 
57823.0 954.2 0.0 0.50 224.9 
57823.0 922.0 0.0 0.50 215.4 
57823.0 888.9 0.0 0.50 205.7 
57823.0 855.0 0.0 0.50 195.8 
57823.0 820.2 0.0 0.50 185.7 
57823.0 784.7 0.0 0.50 175.5 
57823.0 748.4 0.0 0.50 165.2 
57823.0 7 11.6 0.0 0.50 154.8 
57823.0 674.3 0.0 0.50 144.3 
57823.0 644.1 0.0 0.50 135.8 
57823.0 655.6 293.8 0.31 135.8 
57823.0 653.7 293.3 0.30 134.6 
57823.0 644.0 290.7 0.30 128.8 
57823.0 641.2 289.9 0.30 127.0 
57823.0 627.9 285.5 0.30 123.0 
57823.0 609.5 279.4 0.30 117.4 
57823.0 59 1.7 273.4 0.30 111.9 
57823.0 574.4 267.5 0.30 106.4 
57823.0 557.5 261.7 0.30 101.1 

312.0 57823.0 540.9 255.9 0.30 95.8 

0.37 
0.73 
1.10 
I .46 
1.82 
2.19 
2.55 
2.91 
3.27 
3.62 
3.98 
4.33 
4.40 
4.40 
4.64 
4.94 
5.25 
5.56 
5.86 
6.17 
6.47 
6.77 
7.07 
7.37 
7.66 
7.95 
8.23 
8.51 
8.78 
9.04 
9.31 
9.56 
9.81 
10.05 
10.28 
10.51 
10.69 
10.69 
10.66 
10.52 
10.49 
10.41 
10.31 
10.23 
10.16 
10.10 
10.06 
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TABLE 1. Continued 
Radius Depth V, v, 

(m/s) (k[m-“) 
Qp Qti 

(:;a) (:Pa) 
Y P 9 

(km) W-0 (m/s> (GPa) (m s-‘> 

4300.0 207 1 .O 12900.5 6965.3 5156.7 312.0 57823.0 524.6 250.2 0.29 90.6 10.02 
4400.0 1971.0 12783.9 6919.5 5105.9 312.0 57823.0 508.5 244.5 0.29 85.5 9.99 
4500.0 1871.0 12665.5 6872.8 5054.7 312.0 57823.0 492.5 238.8 0.29 80.4 9.97 
4600.0 1771.0 12544.7 6825.1 5003 .o 3 12.0 57823.0 476.6 233.0 0.29 75.4 9.95 
4700.0 1671.0 12420.8 6776.0 4950.8 312.0 57823.0 460.7 227.3 0.29 70.4 9.94 
4800.0 1571.0 12293.2 6725.4 4897.9 312.0 57823.0 444.8 221.5 0.29 65.5 9.93 
4900.0 1471 .o 12161.3 6673.1 4844.3 312.0 57823.0 428.8 215.7 0.28 60.7 9.93 
5000.0 1371.0 12024.5 6618.9 4789.9 312.0 57823.0 412.8 209.8 0.28 55.9 9.94 
5 100.0 1271.0 11882.1 6562.4 4734.6 312.0 57823.0 396.6 203.9 0.28 51.2 9.94 
5200.0 1171.0 11733.6 6503.6 4678.5 312.0 57823.0 380.3 197.9 0.28 46.5 9.95 
5300.0 1071.0 11578.3 6442.3 4621.3 312.0 57823.0 363.8 191.8 0.28 41.9 9.96 
5400.0 971.0 11415.6 6378.1 4563.1 312.0 57823.0 347.1 185.6 0.27 37.3 9.97 
5500.0 871.0 11244.9 63 10.8 4503.8 312.0 57823.0 330.3 179.4 0.27 32.8 9.99 
5600.0 771.0 11065.6 6240.4 4443.2 312.0 57823.0 313.4 173.0 0.27 28.3 10.00 
5701 .o 670.0 10751.3 5945.1 4380.7 312.0 57823.0 299.9 154.8 0.28 23.8 10.02 
5701 .o 670.0 10266.2 5570.2 3992.1 143.0 57823.0 255.6 123.9 0.29 23.8 10.02 
5771 .o 600.0 10157.8 5516.0 3975.8 143.0 57823.0 248.9 121.0 0.29 21.1 10.01 
5771.0 600.0 10157.8 5515.9 3975.8 143.0 57823.0 248.9 121.0 0.29 21.1 10.01 
5800.0 571.0 10009.4 5431.3 3939.3 143.0 57823.0 239.7 116.2 0.29 19.9 10.00 
5900.0 471.0 9497.4 5139.6 3813.2 143.0 57823.0 209.7 100.7 0.29 16.0 9.99 
5971 .o 400.0 9133.9 4932.5 3723.7 143.0 57823.0 189.9 90.6 0.29 13.4 9.97 
5971 .o 400.0 8905.2 4769.9 3543.3 143.0 57823.0 173.5 80.6 0.30 13.4 9.97 
6000.0 371.0 8849.5 4749.6 3525.9 143.0 57823.0 170.1 79.5 0.30 12.3 9.96 
6100.0 27 I .O 8657.1 4679.6 3466.2 143.0 57823.0 158.6 75.9 0.29 8.9 9.93 
6151.0 220.0 8558.9 4643.9 3435.8 143.0 57823.0 152.9 74.1 0.29 7.1 9.91 
6151.0 220.0 7989.7 4418.9 3359.5 80.0 57823.0 127.0 65.6 0.28 7.1 9.91 
6200.0 171.0 8020.0 4437.0 3364.8 80.0 57823.0 128.1 66.2 0.28 5.5 9.89 
6291 .O 80.0 8076.2 4470.5 3374.7 80.0 57823.0 130.2 67.4 0.28 2.5 9.86 
6291 .O 80.0 8076.2 4470.5 3374.7 600.0 57823.0 130.2 67.4 0.28 2.5 9.86 
6300.0 71.0 8081.8 4473.8 3375.7 600.0 57823.0 130.4 67.6 0.28 2.2 9.86 
6346.6 24.4 81 10.6 4491 .o 3380.7 600.0 57823.0 131.5 68.2 0.28 0.6 9.84 
6346.6 24.4 6800.0 3900.0 2900.0 600.0 57823.0 75.3 44.1 0.25 0.6 9.84 
6356.0 15.0 6800.0 3900.0 2900.0 600.0 57823.0 75.3 44.1 0.25 0.3 9.84 
6356.0 15.0 5800.0 3200.0 2600.0 600.0 57823.0 52.0 26.6 0.28 0.3 9.84 
6368.0 3.0 5800.0 3200.0 2600.0 600.0 57823.0 52.0 26.6 0.28 0.0 9.83 
6368.0 3.0 1450.0 0.0 1020.0 0.0 57823.0 2.1 0.0 0.50 0.0 9.83 
6371.0 0.0 1450.0 0.0 1020.0 0.0 57823.0 2.1 0.0 0.50 0.0 9.82 

trade-off between the depth extent of anisotropy and the 
size of the shear velocity jump at the 410 km discontinu- 
ity. If anisotropy is allowed to extend to 400 km depth or 
greater, the shear velocity jump at the 410 km discontinuity 
becomes extremely small. This is inconsistent with the re- 
sults of regional studies and suggests that global transverse 
isotropy should be confined to relatively shallow depths. 
In fact, some workers have suggested that the evidence 
for global transverse isotropy is sufficiently weak that it 

may not be a required feature of the spherically-averaged 
Earth. 

Other spherical Earth models of seismic velocity alone 
have been generated from the ISC data set. Model IASP 1, 
[ 151, has been designed to provide an optimal fit to the ISC 
times (see Kennett, this volume, for a detailed descrip- 
tion). This may mean that IASP is not necessarily an 
unbiased estimate of the spherically-averaged Earth since 
the ISC data provide a non-uniform geographic sampling 



MASTERSANDSHEARER 93 

of the Earth. Modifications to IASP have already been 
proposed, primarily in the velocities in the core [27 and 
Figure I]. 

Free oscillation data have traditionally been used to in- 
fer the average Q structure of the Earth. Earlier compi- 
lations of mode Q’s have been augmented with overtone 
measurements and new models of the attenuation charac- 
teristics of the Earth at low frequencies have been derived 
[e.g. 461. All models are similar in the mantle (see Table 
1) and the evidence now seems to prefer a relatively low 
Q (Q, N 120) for the inner core. This is in qualitative 
agreement with the high attenuation observed for body- 
waves which sample the upper part of the inner core. It 
should also be noted that there is some evidence for sys- 
tematic differences between mean Q measurements made 
from the analysis of surface-waves and those made by fit- 
ting the spectra of free-oscillation peaks. Models based 
on surface-wave observations tend to have shear-Q values 
about 5% lower in the upper mantle than the mode models. 
The reason for this discrepancy is not yet clear. 

4. A TOUR THROUGH THE EARTH 

The gross structure of the Earth and its division into core, 
mantle and crust were determined by seismologists early 
in this century. More recently, attention has focused on 
the finer structure of the Earth and the evidence for lateral 
variations in properties. Generally, the largest variations 
in structure are found near the major discontinuities such 
as the surface and the core-mantle boundary (CMB), with 
comparatively smooth changes outside of these regions. 
We now take a closer look at Earth structure, starting at 
the center. 

4.1. Inner Core 
The radius of the inner core is defined by a small but 

sharp increase in P-wave velocity at a radius of about 
1220 5 10 km (see [ 191 for references to recent work on 
core structure). This velocity increase is constrained by 
travel time data to be about 0.7 Z!Z 0.15 km/s and is re- 
quired to explain the triplications in the direct body waves 
which travel through the core (PKP waves) and the ob- 
servations of reflected arrivals from the inner-core bound- 
ary (PKiKP waves). Arrival times and waveforms of 
PKiKP at high frequencies provide the most direct con- 
straints on the properties of the inner-core boundary (ICB). 
These data show that departures from the expected ellip- 
tical shape of the ICB are confined to a few kilometers 
and that the ICB transition must be complete in less than 
about 5 km. Waveform modeling experiments sampling 
different parts of the ICB have found velocity jumps vary- 

ing from about 0.5 km/s to 0.8 km/s [e.g. 351 which may 
well reflect lateral variations in structure near the top of 
the inner core. Normal mode observations indicate a den- 
sity jump at the ICB of about 0.55 g/cm3, a result which 
is also consistent with PKiKP amplitudes. The aver- 
age P-wave velocity in the inner core is about 11.2 km/s 
as determined by PKP travel times and normal modes. 
Constraints on the S-wave velocity in the inner core are 
weaker. Claims of observations of a body wave with an 
S leg through the inner core (PKJKP) are now gener- 
ally discarded but normal mode observations quite tightly 
constrain the average inner core shear velocity to be about 
3.5 km/s. This gives a high Poisson ratio for the inner 
core of about 0.45 which has led some people to infer that 
this region may be close to its melting temperature. On 
the other hand, the high Poisson ratio may be simply a 
natural consequence of the fact that the ambient pressure 
is a significant fraction of the elastic moduli. 

As noted in the previous section, studies of the decay 
of normal modes and pulse broadening in PKP wave- 
forms that have traveled through the inner core indicates 
that at least the outer part of the inner core is highly at- 
tenuating [e.g. 3, 461. There is now hard evidence that 
the inner core is also strongly anisotropic. Studies of 
PKIKP with paths nearly parallel to the rotation axis 
show that the waves travel anomalously quickly in this di- 
rection relative to more equatorial paths [e.g. 241 and are 
characterized by low-amplitude, complicated waveforms 
[4, 361. A simple model of anisotropy in the inner core 
can be found which goes a long way to simultaneously 
explaining the PKIKP observations and the anomalous 
splitting of free-oscillations that sample the core [e.g. 421. 
The physical cause of the anisotropy is not currently un- 
derstood, though alignment of iron crystals by convective 
flow [ 131 or by the magnetic field 1141 are contenders. 

4.2. Outer Core 
The outer core is assumed to be fluid since rapid convec- 

tion is required to drive the geodynamo and no evidence 
has ever been found for outer-core shear waves. (It is pos- 
sible that a very slow S-wave velocity (<N 100 m/s) could 
escape seismic detection.) The P-wave velocity and den- 
sity appear to increase smoothly with depth in the outer 
core, consistent with a well-mixed, vigorously convect- 
ing layer. However, there is some evidence for anomalous 
velocity gradients and/or weak heterogeneity in the upper- 
most 200 km [e.g., 181 and low velocity gradients close 
to the ICB [37, 351. The region near the top of the core 
is particularly hard to study since few body waves turn 
here. The best data are mantle shear waves which convert 
to P-waves at the core-mantle boundary (e.g. SKS and 
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SKKS). Using such data, Lay and Young [18] find evi- 
dence for anomalously low velocities (by l-2%) in a thin 
layer 50-100 km thick beneath the core-mantle boundary 
(CMB) under Alaska. Some studies have inferred weak 
lateral variation of structure in the outer core but SmKS 
data can also be affected by rapid lateral variations of 
structure at the base of the mantle, a region we know to be 
strongly heterogeneous. It seems preferable to assume the 
outer core is laterally homogeneous until more compelling 
observational evidence becomes available. 

The core-mantle boundary (CMB) is constrained by 
both body waves and normal modes to have a radius of 
3483 f 5 km. Attempts to resolve topography on the 
CMB from travel times of the reflected phase PcP [e.g., 
253 have led to inconclusive results, primarily due to the 
difficulty in removing the effect of heterogeneity in the 
mantle on the travel times [3 I]. The PcP times suggest it 
is unlikely that the CMB deviates by more than about 10 
km from its hydrostatic shape. Short-period PcP wave- 
forms appear undistorted, consistent with a sharp, smooth 
interface at the CMB [44]. 

4.3. D” Region 
D” is the name given to a region of reduced velocity 

gradients about 100 to 300 km thick immediately above the 
CMB. There is an extensive history of seismic exploration 
of the base of the mantle and a review of the great diversity 
of models proposed for this region can be found in [53]. 
It is also known that the D” region is characterized by 
strong lateral heterogeneity covering a broad spectrum of 
wavelengths [ 161. 

The existence of large-scale S velocity anomalies with 
variations of up to 3% near the base of the mantle now 
seems to be well-established. They have been found 
in studies of ScS - S [e.g. 491 and diffracted S [51]. 
Such variations are also capable of explaining anomalous 
SmKS differential times in some areas [lo]. Observa- 
tions of additional phases arriving slightly before ScS 
suggest the presence of a triplication caused by a velocity 
discontinuity about 280 km above the CMB [e.g., 17, 93. 
The data can be modeled with either a first-order discon- 
tinuity with a velocity contrast of about 3% or as a zone 
of high velocity gradient up to 100 km wide. This dis- 
continuity seems to vary in depth and is probably not a 
global feature since it is not seen in some areas. A sharp 
gradient in shear velocity is unlikely to be explained by 
temperature effects so it is probable that a compositional 
stratification or a new phase transformation will have to 
be invoked to explain the data. A similar triplication has 
occasionally been observed in P wave data with the size 
of the inferred P-wave jump also being about 2-3% [e.g., 

451. Again, this P wave discontinuity is unlikely to be a 
global feature since reflections from it are rarely observed 
even under favorable recording conditions. Lateral varia- 
tions of about 3% in P at the base of the mantle have also 
been inferred by Young and Lay [54] in a study of short 
period amplitude profiles and by Wysession and Okal 1521 
using diffracted P. 

Additionally, D” appears to be a strong scatterer of 
body waves [e.g., 21. The scatterers produce precursors to 
PKP and are of scale-length -30 km and composed of 
roughly 1% variations in density and velocity (these scat- 
terers could also be explained by a rough CMB boundary). 

4.4. Lower Mantle 
The lower mantle is usually taken to be all the mantle 

from the top of D” to the 660-km discontinuity. Up to 
a depth of about 750 km, the lower mantle appear to be 
relatively homogeneous with no significant discontinuities 
in structure of global extent. Tomography results indicate 
shear-velocity variations of 1% or less. Above 750 km, 
we enter the region where upper mantle minerals are still 
undergoing phase changes to their high pressure forms and 
there may be an anomalously steep velocity gradient just 
below the 660-km discontinuity. 

4.5. Transition Zone 
This is usually taken to be the region between the two 

major seismic discontinuities in the upper mantle-the 410- 
and 660-km discontinuities. Most Earth models have first- 
order discontinuities at these depths with 4-7% jumps in 
velocity and density. Both discontinuities are now gener- 
ally explained as resulting from phase changes in olivine, 
but controversy remains regarding whether small compo- 
sitional changes might also occur. Most seismological 
observations of the discontinuities cannot distinguish be- 
tween abrupt discontinuities and gradual transitions over 
a depth interval up to about 20 km. An exception are 
short-period precursors to the phase PKPPKP (gen- 
erally termed P’P’ which result from underside reflec- 
tions off mantle discontinuities at near-vertical incidence. 
These observations suggest that, at least in some regions, 
a significant part of the velocity and density jumps at 410 
and 660 km must occur within a depth interval of less than 
5 km [e.g., 431. 

Depths to the major discontinuities have varied between 
different studies and it now appears that at least some 
of this variation is due to topography on the discontinu- 
ities. Recent observations of long-period S-wave reflec- 
tions from the discontinuities suggest depth variations of 
up to 30 km 130, 331. These studies also indicate a minor 
discontinuity near 520 km depth. 
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Fig. 2. Observed long-period ScS - S residuals plotted at their bouncepoint positions on the core-mantle 
boundary. ScS - S residuals are particularly sensitive to structure in the D” region (the bottom few 
hundred kilometers of the mantle, just above the core-mantle boundary). Positive residuals indicate late 
ScS travel times relative to S, suggesting slow structure in D”, while negative residuals suggest fast 
structure. Large-scale coherent patterns are apparent in the residuals for this regionand are indicative of 
slow D” structure beneath eastern China and fast D” velocities in parts of the western Pacific. A more 
rigorous interpretation of these data that accounts for the possibility of velocity variations anywhere 
along the ray paths involves combining the ScS - S data with other data into a general inversion for 
three-dimensional mantle structure. 

4.6. Uppermost Mantle evidence for this low velocity zone (LVZ) comes from sur- 
This is the highly heterogeneous region between the face waves and body waves, the region above the LVZ is 

crust and the 410-km discontinuity. In most models, the sometimes called the “lid.” Isotropic models of the Earth 
shear velocity (and sometimes the compressional veloc- require deep LVZs with velocity drops of 5510% in shear 
ity) decreases at a depth of 20-50 km beneath the oceans velocity. Such models presumably imply that substantial 
and at depth of greater than 150 km under the shields. The partial melting is present, a result consistent with obser- 
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vations of high attenuation in surface waves that sample 
this region. The introduction of transverse isotropy can 
substantially reduce the magnitude of the inferred veloc- 
ity drop of the LVZ at the cost of adding additional free 
parameters to the inversion (see Mitchell [21] for a dis- 
cussion). A 220-km discontinuity, marking the bottom of 
the LVZ, has occasionally been observed (e.g. under Aus- 
tralia) and is a conspicuous feature of PREM (see Figure 
1). However, in most areas such an interface is not seen, 
and recent stacks of long-period seismograms confirm that 
a 220-km discontinuity cannot be a global feature unless 
it is extremely variable in depth [33]. At the top of the lid 
is a sharp change in composition and seismic velocity (the 
Mohorovicic discontinuity or “Moho”) which separates 
the mantle from the overlying crust. The oceanic crust is 
about 7 km thick, while continental crust varies from 20 
to 70 km in thickness. 

5. MODELS OF LARGE-SCALE THREE-DI- 
MENSIONAL STRUCTURE 

One of the most exciting achievements in seismology 
in the last decade has been the development of large-scale 
models of the three-dimensional velocity structure in the 
Earth’s mantle. Although seismologists had long noted 
that there appeared to be lateral variations in structure, 
only in the 1980’s did sufficient data and computing power 
become available to perform global inversions. 

Returning to equation (I), we now consider the specifi- 
cation of the 3-dimensional term, Sm(r, 8,4). In general 
we should include anisotropic and anelastic terms in our 
3D models, and some attempts have been made to do this, 
but most effort has been expended on the simpler problem 
offinding 3D variations in isotropic compressional veloc- 
ity, SV,(T, 0,4), and shear velocity, SV,(r, 0,4). Param- 
cterizations of the 3-dimensional velocity variation have 
generally involved either dividing the Earth into blocks or 
using a global basis such as spherical harmonics. In the 
latter case, for shear velocity variations we write 

where qm(O, 4) = X;n(@e %‘@ is a spherical harmonic of 
harmonic degree I and azimuthal order m [see e.g., S]. 
Written in this way, the coefficients, cy, are complex and 
satisfy the relation 

Cl -m = (- l)mCy* (7) 

where the * denotes complex conjugation. It is more com- 
mon to expand in terms of sines and cosines giving 

+ B,“(r) sin (m$>] $Ye> 
where 

Re(cy) =(-l)“d%Ar 

Im(cyy =( - 1 ,(,+‘)vG?~ 

c$’ =&A0 1 . 

pp is a normalized associated Legendre function with 
the normalization commonly used in geodesy (see Ap- 
pendix C of Stacey [38]). AT(r) and B?(r) are usually 
expanded in basis functions in radius: Legendre poylno- 
mials, Chebyshev polynomials, plane layers, B-splines, 
and linear interpolation between model knots have all been 
used. 

For either a block model or a spherical harmonic expan- 
sion, some care is needed to ensure that the parameteriza- 
tion is adequate to model the data. In particular, an inap- 
propriate choice of the maximum spherical harmonic de- 
gree, l,,,, can lead to aliasing of short-wavelength struc- 
ture into long-wavelength structure. There is now abun- 
dant evidence that the spectrum of 3-dimensional shear 
velocity structure in the Earth has power concentrated at 
long wavelengths where the amplitude of the structure is 
large (the low-amplitude structure in the mid-mantle may 
be quite white in spectral character). Often, the data can 
be plotted in a way designed to crudely reveal the underly- 
ing structure, For example, ScS - S travel time residuals 
measured from long-period (20sec) data reveal large-scale 
coherent patterns when they are plotted at the bounce point 
of ScS on the core-mantle boundary (Figure 2). These 
differential times are insensitive to near-source and near- 
receiver structure and are mainly sensitive to structure at 
the base of the mantle [49]. A spectral analysis of the 
global pattern shows that it is dominantly of harmonic de- 
gree 2 with most of the power below 1 = 6. A similar 
analysis for SS - S travel time residuals and S’S absolute 
times again shows the dominance of low-order structure 
[50,39] though now there is significant power up to about 
degree 10. Because of these observations, I,,,, has com- 
monly been chosen to be between 8 and 12. The situation 
for the P-velocity models is a bit more complicated since 
the primary data source is the ISC compilation of short- 
period P arrival times which, in principle, are sensitive 
to structure of wavelength of a few kilometers. Models 
derived from the ISC data set have been quite variable and 
so we discuss the P velocity models separately from the 
S models. 
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Table 2 summarizes 12 models of mantle heterogeneity 
obtained by various groups. Some of the models apply 
only to the upper mantle (above the 670-discontinuity), 
others are for the lower mantle, and many recent inversions 
are for the whole mantle. 

Figure 3 compares some of the different P-wave models 
at several depths in the mantle with the velocity perturba- 
tions shown in percent. One of the first inversions was 
done by Clayton and Comer in 1983 [see 111. They used 
almost 2 million P-wave travel times as tabulated by the 
ISC from 1971 to 1980, and inverted for a perturbation 
model in which the mantle was discretized into 48,000 
blocks. A year later, Dziewonski [6] inverted ISC P data 
for lower mantle structure, parameterized by spherical har- 
monics up to degree 6 and up to 5th order polynomials in 
depth (i.e. models L02.45 and L02.56). Comparison of 
the Clayton and Comer model with L02.56 showed that 
only the very longest wavelengths agree in shape (degrees 
2 and 3) and even these were quite different in ampli- 
tude. These early models received considerable attention 
and also generated some criticism. The doubts regarding 
these models generally centered on questions regarding the 
reliability of the ISC data and the possibility of artifacts re- 
sulting from improper inversion procedures. However, the 
large-scale structures in more recent mantle heterogene- 
ity models are in fair agreement with the early Harvard 
models, and it is now clear that the ISC data, with suitable 
averaging, can be useful in constraining mantle structure. 
In particular, a major feature of L02.56 is the ring of high 

velocities at the base of the mantle around the Pacific. This 
feature does not appear in all models generated from the 
ISC data set (Figure 3 and [29]) but is a robust feature of 
the shear-wave models. 

The situation regarding global shear-wave models is 
more satisfactory, probably because lateral variations in 
shear velocity are significantly greater than those in com- 
pressional velocity, and because a greater variety of data 
sets have been brought to bear on the problem. Figure 4 
compares some of the shear-wave models at three depths 
(some models are of the upper mantle only since the data 
they are constructed from are insensitive to the lower man- 
tle). It is clear that although there is agreement between 
many of the models on the largest features, the overall 
shape and amplitude of the anomalies varies considerably 
between the models. The variability between models is 
largely a function of the data sets which went into their 
construction. For example, models based on surface-wave 
dispersion data alone have good lateral resolution in the 
upper mantle but relatively poor depth resolution and lit- 
tle sensitivity to structure deeper than 400 km. Models 
based solely on waveform fitting algorithms are probably 
biased in the lower mantle by inadequacies in the the- 
ory for modeling deep-turning waves. The latest models 
generally include data sets of many different types (e.g. 
absolute and differential travel times, surface-wave dis- 
persion, free-oscillation splitting data, long-period wave- 
forms). As more data are added, the models of different 
workers have converged and we now have reason to be- 

TABLE 2. Three-dimensional Mantle Velocity Models 
Model Wave Type Max. Radial Data Types Year Ref. 

Degree Functiona Number 
L02.56 P lower 6 5 Lpoly IS@ P picks 84 6 
M84A S upper 8 4 Lpoly Surface waves 84 47 
M84C s upper 8 4 Lpoly Surface waves 84 47 
DSXRG S upper 8 10 layers Surface waves 88 40 
INOUE P whole BC 11 layers ISC P picks 90 12 
MDLSH S whole 6 11 layers S waveforms 90 41 
v3 P lower 6 5 Lpoly ISC P picks 91 26 
SH425 S upper 8 4 Lpoly S waveforms 92 39 

S lower 8 5 Lpoly S waveforms 92 39 
RG5.5 S upper 36 28 layers Surface waves 92 55 
WM13 S whole 8 14 Cpoly Surface waves + S, SS, ScS 92 48 
SHlOcl7 S whole 10 I 1 layers Modes + S, SS, ScS 92 20 
M12.love S whole 8 12 layers Modes + Love + S, SS, ScS 93 - 

Notes: a) Lpoly = Legendre Polynomials, Cpoly = Chebyshev Polynomials, the number indicates the order of the polynomial 
b) ISC indicates the data set of phase arrival times collected and disseminated by the International Seismological Commission 
c) The Inoue et al. [ 121 model is a block model 
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1650 km 2760 km 

Fig. 3. A comparison between 3 different models of mantle P-velocity variations at depths of 1650 km 
(mid-mantle) and 2760 km (D” region in the lowermost mantle). Perturbations are shown in percent; 
regions more than 0.5% fast are black, while regions more than 0.5% slow are white. Models LO256 
and V3 were derived from ISC travel times by Dziewonski and co-workers at Harvard using a spherical 
harmonic expansion and smooth polynomial functions in depth. These models are in rough agreement, 
and were the first to show the fast circum-Pacific velocities (see also Figure 5). Model INOUE, which 
differs significantly from the Harvard models, used a block parameterization scheme. See Table 2 for 
additional details concerning these models. 

lieve that the 5’ velocity distribution is quite reliably de- 
termined for lateral wavelengths longer than about 5000 
km over depth scales of about 200 km (Figure 5). This is 
particularly true of the uppermost and lowermost mantle 
where there is large-amplitude structure. The mid-mantle 
is characterized by low amplitude structure and is less re- 
liably recovered. 

The models discussed above are of isotropic perturba- 
tions in structure. The recovery of azimuthal anisotropy 
on a global-scale using long-period (70-250s) Love and 
Rayleigh waves has been undertaken by Montagner and 
Tanimoto [22, 231. The authors solve for an azimuth- 
independent contribution to the phase velocity and a con- 

tribution which depends upon 27J and 41c, (1c, is azimuth). 
The azimuth-independent term (essentially the isotropic 
contribution) dominates the signal and shows excellent 
correlation with surface tectonics. They also find that the 
directions of fast velocities for Rayleigh waves are well 
correlated with plate velocity directions. It seems that az- 
imuthal anisotropy can be resolved from surface wave data 
at long wavelengths but that its amplitude is quite small 
(less than 1.3%). The depth extent of the anisotropic re- 
gion is however very uncertain but anisotropy is apparently 
not required below 300 km. 

The models listed in Table 2 were derived relative to 
a reference radial Earth model in which boundary pertur- 
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Fig. 4a. A comparison between 4 upper mantle models of S-velocity variations at a depth of 360 km. 
Perturbations are shown in percent; regions more than 1% fast are black while regions more than 1% 
slow are white. Models shown include M84a, M84c, DSXRG and RG5.5. The differences between 
M84a and M84c show the importance of correcting for variations in crustal thickness-M84a is the 
uncorrected model. M84c agrees fairly well with the more recent whole mantle S-velocity models (all 
of which are corrected for crustal thickness). 

bations were not allowed. However, it is now becoming 
clear that 30 to 40 km of topography is present on the 
410- and 660-km discontinuities. Figure 6 shows maps of 
these perturbations obtained using precursors to SS [34]. 
The calculated depths to the discontinuities are sensitive to 
the velocity structure in the upper mantle and these maps 
depend upon the tomography results discussed above. Ul- 
timately it will become necessary to perform simultaneous 
inversions for both velocity structure and boundary pertur- 
bations to obtain the most accurate results. 

6. CONCLUSIONS 

This chapter has attempted to summarize the current 
state of l-dimensional and 3-dimensional global Earth 
modeling. Though much progress has been made, the 
determination of finer-scale structure, 3-dimensional Q 
structure, the relative behavior of P and S velocities, and 
the elucidation of anisotropy remain very vigorous areas 

of research. The study of the particle motions of sur- 
face waves, for example, reveals a clear signal from large- 
scale anisotropy [28] and the study of the attenuation of 
surface wave packets is also beginning to reveal our first 
3-dimensional views of Q structure in the upper mantle 
[5, =I. 

The models generated by the structural seismologist 
are of importance to a large number of sub-disciplines 
in geophysics and geochemistry. In particular, the 3- 
dimensional models are being used to address key ques- 
tions concerning the nature of the mantle convection that 
governs the evolution of our planet. Velocity variations 
can be related to temperature and density perturbations, 
and these results, together with the geoid and other geo- 
physical constraints, provide insight into the mantle vis- 
cosity structure and current flow regime. Ten years ago, we 
knew almost nothing about the three-dimensional struc- 
ture of the Earth, perhaps in the next ten years these mod- 
els will have helped us to address some of the fundamental 
problems in global geophysics. 
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360 km 1650 km 2760 km 

Fig. 4b. A comparison between 5 different whole-mantle models of S-velocity variations at depths of 
360 km (upper mantle), 1650 km (mid-mantle) and 2760 km (D” region). Perturbations are shown in 
percent; regions more than 1% fast are black while regions more than 1% slow are white. Models shown 
include MDSLH, SH425, WM13, SHlOcl7 and Ml2.love and are all corrected for crustal structure. 
The whole mantle models are in rough agreement, exhibiting reduced amplitudes in the mid-mantle and 
a ring of fast velocities around the Pacific in the deep mantle. The largest differences are the amplitude 
of the pattern within D”, with the models containing ScS and deep-turning S data showing the largest 
anomalies. See Table 2 for additional details concerning these models. 
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Fig. 5. The S-velocity variations within the 12 layers of model Ml2.love. This model is parameterized up 
to spherical harmonic degree 8 and is derived from long-period S, SS and ScS travel times and surface- 
wave data. Perturbations are shown in percent; regions more than 1% fast are black while regions more 
than 1% slow are white. Heterogeneity in this model, like most other whole-mantle S-wave models, is 
concentrated near the top and bottom of the mantle. Velocity anomalies within the uppermost layer are 
highly correlated with surface tectonics with the fastest velocities beneath old oceans and continental 
shields. Near the core-mantle boundary, the most significant feature is a ring of fast velocities around 
the Pacific. 
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Fig.6. Maps of topography on the 410- and 660-km discontinuities obtained from long-period S’S 
precursors [34]. Corrections for upper mantle heterogeniety were applied using model SHlOcl7 (left) 
and model WM13 (right). 30 to 40 km of topography (peak-to-trough) is observed. 
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Free Oscillations: Frequencies and Attenuations 

T. G. Masters and R. Widmer 

1. INTRODUCTION 

The displacement at any point on the surface of the 
Earth can be quite complicated but can be thought of as 
a sum of discrete modes of oscillation, each mode hav- 
ing a characteristic frequency and decay rate which are 
dependent upon the structure of the Earth. The initial am- 
plitudes of the modes of free oscillation depend upon the 
source of excitation which, in free-oscillation seismology 
(or “normal mode” seismology), is usually an earthquake. 
Earthquakes are typically of relatively short duration. For 
example, a magnitude 6.5 earthquake will rupture for per- 
haps ten seconds after which the Earth is in free oscillation. 
Away from the immediate vicinity of the earthquake, the 
motions of the Earth are small in amplitude and the total 
displacement at a recording site can be written simply as 
a sum of decaying cosinusoids: 

u(t) = c Al, cos (qt + &)eC@. 
k 

(1) 

wk is the frequency of the k’th mode which has an initial 
amplitude Al, and an initial phase $k. cvk cqntrols the 
decay rate of the Ic’th mode and is often written in terms 
of the “quality” of the mode, Qk, where 

Qk=$. (2) 

T. G. Masters and P. M. Shearer, University ofCalifornia, San 
Diego, IGPP, A025, La Jolla, CA 92093 
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When Qk is large, G!k is small so the mode rings on for a 
long time. Conversely, low Q modes decay away quickly. 
In the Earth, attenuation of seismic energy is weak and the 
Q’s of modes are typically between 100 and 6000. Thus 
modes of oscillation ring on for many cycles before being 
appreciably attenuated. 

Long wavelengths are typically associated with low fre- 
quencies and free oscillation theory has usually been used 
to describe motions of the Earth with periods between 
about 100 seconds and 1 hour. The latter period corre- 
sponds to the frequency of the mode eS2 which is some- 
times called the “football mode” of the Earth since it corre- 
sponds to a mode of deformation in which the Earth looks 
like an American football (Figure la). The notation .Sp 
arises from the fact that, on a spherically-symmetric Earth, 
free oscillations have displacement lields which are sim- 
ply related to spherical harmonics: the e is the harmonic 
degree of the relevant spherical harmonic which controls 
the number of nodes in the displacement field in latitude. 
n is the “overtone index”. R = 0 corresponds to the lowest 
frequency mode of harmonic degree e and is termed a “fun- 
damental mode”. Higher frequency modes, n > 0, arc 
called “overtones”. Finally, the S indicates that this mode 
is in the class of “spheroidal” modes. Spheroidal modes 
can have complicated displacement fields which involve 
compression of the Earth as well as shearing. These modes 
therefore affect (and are affected by) the gravitational field 
of the Earth and can be measured using gravimeters. The 
simplest case of a spheroidal mode is one in which the 
displacement is everywhere in the radial direction (Figure 
1 b). Such modes are called “radial” modes and the fun- 
damental radial mode, uSa, has a period of about 20 min- 
utes. An alternate class of modes is the “toroidal modes” 
which consist of shearing on concentric shells (e.g., Fig- 
ure lc) and are labelled nTt in an analogous fashion to the 
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0 C oT2 

Fig. 1. Illustrations of the displacement fields of various 
modes of oscillation. a) oS2, the “football” mode of the 
Earth, b) OSO, the “breathing” mode of the Earth, and c) 
the toroidal mode $2. 

I 
KMI - VHZ CDSN 

1 2 3 4 5 6 

Time after event [h] 

Fig. 2. Comparison of a synthetic seismogram with data 
for a vertical-component, long-period recording (VHZ) 
from a station of the Chinese Digital Seismic Network at 
Kunming (KMI). The dotted line is the synthetic made by 
mode summation and includes all modes with frequencies 
less then 8 mHz. The large wave packets labelled RI--R4 
are Rayleigh wave surface waves. RI has travelled the mi- 
nor arc from the source to receiver while R2 has travelled 
in the opposite direction. The travel time to complete a 
full orbit is about 3 hours (R3 is the same as RI but after 
one complete orbit). 

spheroidal modes. The motion in a toroidal mode has no 
radial component and there is no compression or dilation 
so they are not recorded on gravimeters. 

Low frequency disturbances are efficiently excited only 
by large earthquakes so the study of free oscillations has 
historically concerned the study of very large earthquakes. 
Modern networks can easily record free oscillations from 
earthquakes with surface wave magnitudes greater than 
about 6.5. There are roughly 20 such events per year so 
there are now many thousands of recordings available for 
free-oscillation research. An example of a long-period 
recording is shown in Figure 2 along with a “synthetic” 
seismogram made using equation (1). A model of the 
earthquake source is used to calculate the initial ampli- 
tude and phase (Ak and &J of each mode and a model 
of the elastic and anelastic properties of the Earth is used 
to calculate the frequency and attenuation rate (wk and 
cuk) of each mode. Even though equation (1) is very sim- 
ple, the interference between modes of oscillation gives 
a complicated waveform which agrees in detail with the 
observations. The large amplitude wave packets seen in 
the seismogram correspond to surface waves which travel 
around the surface of the Earth much like ripples on the 
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surface of a pond travelling away from some initial distur- 
bance. 

It is interesting to note that the particular Earth model 
used in this calculation is rather simple. In fact the model 
includes only radial variations of the elastic and anelas- 
tic parameters and completely ignores lateral variations 
such as continent/ocean differences. Such spherically- 
symmetric Earth models can quite accurately reproduce 
many seismic observations and provide useful starting ap- 
proximations to more realistic calculations. 

Much of the theory used to calculate the free oscilla- 
tions of Earth models has been available for over a cen- 
tury but the observational history is much shorter. The ini- 
tial “observation” was made by Benioff [3] who recorded 
a long-period disturbance of the Earth on a fused-quartz 
strainmeter after a large earthquake in Kamchatka in 1952. 
Benioff’s interpretation of this record is almost certainly 
wrong but this work did reawake interest in the theoretical 
aspects of free-oscillations [e.g., I]. Thus, in 1960, code 
for computing the free-oscillation frequencies of realis- 
tic Earth models existed just as the huge Chilean earth- 
quake provided the first unambiguous recordings. Several 
groups presented observations of spheroidal modes mea- 
sured on gravimeters and spheroidal and toroidal modes 
measured on strainmeters and the good agreement with 
the calculated frequencies gave strong support to the re- 
sults (particularly convincing was the lack of peaks at the 
computed toroidal mode frequencies on the gravimeter 
recordings). Recordings from this event also provided the 
first observational evidence for splitting of the lowest fre- 
quency modes caused by the rotation of the Earth [2, 251. 

The occurrence of several huge earthquakes throughout 
the 60’s and the installation of the WWSSN (Worldwide 
Standardized Seismographic Network) in the early 60’s 
resulted in many further observations of mode frequencies 
which are summarized in Derr [9] and were used in several 
attempts to make better Earth models. 

The next major step forward came with the occurrence 
of the Columbian 1970 earthquake. This remarkable 
earthquake was as large as anything recorded digitally 
since but was at a depth of 650 km. Such deep earthquakes 
are incapable of exciting fundamental modes which nor- 
mally dominate the seismogram and obscure the lower 
amplitude overtones. Consequently, the Colombian earth- 
quake allowed a great number of overtones to be measured 
for the first time. These modes are important since they 
constrain the structure of the deep Earth. A gravimeter 
recording of this event was made at Payson Arizona by W. 
Farrell and the spectrum (see next section) is completely 
dominated by overtones, some of which have not been re- 
liably observed since! It is this recording which provided 

the impetus to start the global IDA (International Deploy- 
ment of Accelerometers) array in the mid-70’s. Theoret- 
ical work by Gilbert in the early 70’s also led to compact 
expressions for mode excitation and array processing al- 
gorithms which were eventually applied to hand-digitized 
WWSSN recordings of the Columbian earthquake [16]. 
The resulting explosion in the number and quality of de- 
generate frequency estimates led to a dataset which is es- 
sentially that used in the construction of current reference 
Earth models [e.g., 111. Subsequent work using data from 
the modem digital arrays has led to the identification of 
large signals due toEarth rotation and 3-dimensional struc- 
ture which must be assessed before accurate degenerate 
frequencies can be assigned. 

2. FREE-OSCILLATION FREQUENCIES AND AT- 
TENUATION RATES 

The utility of the free-oscillation description of long- 
period seismic motion becomes apparent when we look at 
the spectrum of a seismic recording. Figure 3 shows the 
amplitude spectrum of 60 hours of the recording of Figure 
2. The spectrum is clearly composed of discrete peaks, 
each peak corresponding to one (or more) mode of free 

r I 
I 
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Frequency [ml+] 

3.0 35 
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Fig. 3. Fourier amplitude spectrum of 60 hours of the 
recording shown in Figure 2. The record was Hanning- 
tapered to reduce spectral leakage effects. The spectrum 
(which is proportional to ground acceleration) is domi- 
nated by large peaks which are roughly uniformly spaced 
with a separation of about 0.1 mHz. These peaks corre- 
spond to fundamental spheroidal modes which compose 
the large amplitude Rayleigh wave packets seen in Figure 
2. 



MASTERS AND WIDMER 107 

oscillation. If a peak can be identified as a particular mode 
of oscillation and the peak frequency accurately measured, 
we can use the frequencies to improve our models of the 
Earth. The width of each spectral peak is also related to 
the attenuation of a mode-slowly attenuating modes have 
narrow spectral peaks while strongly attenuated modes 
have broad spectral peaks. We can, in principle, measure 
the attenuation rate of each mode and thus learn about the 
attenuation characteristics of the Earth. 

The situation is much more complicated in practice due 
to the small departures from spherical symmetry in the 
real Earth. To understand this, we require some theory 
(the details are relegated to the Appendix). We find that, 
on a spherically symmetric Earth, there are two classes of 
oscillation: spheroidal and toroidal (see equations 15,16). 
The displacement fields are proportional to a spherical 
harmonic of degree e or its lateral derivatives though the 
frequencies of free oscillation are independent of the az- 
imuthal order number m. A consequence of this is that 
there are 2e + 1 modes of oscillation with exactly the same 
frequency. This group of 2C + 1 modes is called a “mul- 
tiplet” while the individual members of the multiplet are 
called “singlets”. Dcparturcs of the Earth from spherical 
symmetry remove the degeneracy and, in general, each 
singlet within a multiplet will have a slightly different fre- 
quency. This phenomonon is called “splitting”. 

Figure 4 shows the degenerate frequencies of toroidal 
and spheroidal oscillation for a typical spherically sym- 
metric Earth model, PREM, for frequencies below 10 
mHz. The large dots indicate those degenerate frequencies 
which can be reliably determined (see also Table 1). There 
is considerable structure in these diagrams and modes are 
often classified into various types to help describe their 
properties. Consider the simpler case of toroidal modes. 
Once the displacement field is known for a mode, it is 
straightforward to calculate the distribution of energy of 
the mode within the Earth (see Appendix). Figure 5 shows 
the elastic shear energy density for three different toroidal 
modes as a function of radius. The first is a fundamantal 
mode (n = 0) and the energy is confined close to the sur- 
face. If we use equation (1) to calculate a synthetic seismo- 
gram and include only fundamental modes, we generate 
a seismogram consisting of the large amplitude surface 
waves (actually Love waves). Fundamental modes are 
therefore called “surface-wave equivalent” modes. The 
second example is of a mode whose energy distribution 
is oscillatory part way through the mantle then becomes 
exponentially decaying. The depth at which the behavior 
changes from oscillatory to exponential is called the “turn- 
ing point”. If a seismogram is constructed of all modes 
with a turning point at this depth, we find that it looks like 
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Fig. 4. Free-oscillation frequencies (dots) plotted as a 
function of harmonic degree for a) spheroidal modes and 
b) toroidal modes. The large dots indicate the modes for 
which a reliable degenerate frequency can be assigned (see 
Table 1). The solid lines join modes of the same overtone 
number and are called “branches”. The fundamental mode 
branch is the lowest frequency branch and is equivalent to 
the dispersion curve for fundamental mode surface waves. 
Also marked in figure 4a are the pseudobranches corre- 
sponding to waves trapped on the CMB and on the ICB (a 
pseudobranch is made up of several segments of different 
overtone branches). The very steep pseudobranches in the 
top left of figure 4a are composed of modes which have 
their energy trapped inside the inner core while the nearly 
flat pseudobranches which cross them are composed of 
ScS-equivalent and PcP-equivalent modes. 

a set of body wave S arrivals (e.g. S, SS, SSS, etc.) all 
of which have the same ray turning point. Such modes are 
called “mantle S-equivalent” modes. The final example 
is oscillatory all the way through the mantle. In fact, all 
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TABLE 1. Mode frequencies and attenuations 
Mode f obs fPREM 

a 
Qbbs QPREM rdb Mode f obs gobs 9PREM ref. 

PHZ PHZ PHZ f;zEM 

OS2 309.45 zt 0.15 309.28 1.23 f .30 1.962 26’ oTl5 2212.15 f 0.40 2210.34 5.96 f .25 6.512 32c 
0% 377.30 3~ 0.80 379.17 3.994 31C 7s 2224.25 4.018 
” - 

ZSl 403.96 
053 468.55 f 0.15 468.56 
02j 587.60 f 0.70 586.16 
OS4 646.80 f 0.20 647.07 
IS2 680.00 f 0.30 679.85 
05 766.90 f 0.40 765.66 
OS0 814.39 f 0.01 814.31 
OS5 840.08 f 0.10 840.42 

2.520 
2.395 26’ 
4.167 37c 
2.680 27’ 
3.222 26’ 
4.382 37” 
0.188 21C 
2.812 27 
4.621 31’ 
10.432 1 
3.537 27 
1.209 34’ 

a 
2s9 2228.75 
2% 2230.84 
oS14 2229.60 f 0.25 2231.40 
3% 2234.54 
ASA 2279.65 31 0.45 2279.60 

5.312 
4.878 2.63 f .31 

2.74 31 .22 
2.71 f .51 

0.17 f .Ol 
2.86 f .lO 
3.89 3~ .25 

3.01 f .14 
1.25 f .12 

3.02 f .lO 3.352 32c 
11.122 1 
3.446 26 

lti 
ZT3 

OTl6 

OS15 

l&l 

5s4 

2% 

2&o 

6s2 

4% 

oT17 

IT9 

0.916 

2Ts 

228 1.00 zt 2.50 2280.23 
2294.97 

2327.03 & 0.40 2325.19 
2344.15 f 0.20 2346.38 
2346.50 f 1 .OO 2347.54 
2379.17 f 0.20 2379.52 

2379.86 
2404.00 f 0.70 2402.93 

2410.68 
2411.43 

4.308 34 
4.836 
6.690 32’ 
3.463 32’ 

6.08 f .23 
2.92 f .08 

2.11 f .12 

4.51 f .lO 

oTs 
2% 

1 s3 

3% 

OS6 

OT6 

3s2 

IS4 

oT7 

OS7 

I T 

928.55 f 0.25 

939.60 f 0.25 
944.20 f 0.30 

928.24 
937.85 
939.83 
943.95 

2.674 34 
2.044 27 
4.175 

1037.55 It 0.10 1038.21 2.91 f .I3 2.879 27c 
1078.90 f 0.20 1078.83 4.01 & .31 4.868 37’ 

5.518 32 
10.788 I 

1106.00 f 0.40 
1172.77 f 0.10 
1221.50 f 0.40 
1230.96 z+ 0.20 

1106.21 
1172.85 
1220.70 
1231.79 
1236.11 

2.66 St .29 
3.76 f .18 
4.65 f .52 
3.21 f .15 

2.728 27’ 
3.689 27 
5.112 37 
2.923 21 
3.847 
2.407 27 
3.901 
5.346 34 
3.426 21 
2.630 27 

3.541 
2441.35 zt 0.50 2439.09 
2452.00 zt 1 .OO 2452.49 
2456.80 It 0.15 2458.22 

2485.09 

5.42 f .23 

3.08 f .08 

0.56 f .14 

6.795 32’ 
4.399 34 
3.586 32” 
4.693 
,805 21 

2.929 
3.629 
6.890 32” 
2.738 M 
3.719 32’ 
5.676 

2s3 1242.96 f 0.10 1242.19 
1T2 1320.13 
oTs 1356.70 f 0.30 1356.11 
1% 1370.01 f 0.20 1370.27 
2s4 1379.60 f 0.20 1379.20 
4% 1412.64 
OS8 1412.74 f 0.10 1413.51 
3s3 1417.19 
1T3 1439.13 
oT9 1487.30 5 0.20 1486.61 
?S5 1515.27 f 0.30 1514.93 - I 
Is6 1521.36 f- 0.40 1522.04 
OS9 1577.37 f 0.20 1578.28 
1T4 1585.50 

oTlo 1614.10 f 0.45 1613.26 
IS0 1631.36 f 0.05 1631.34 
I s7 1654.48 f 0.20 1655.51 
2s6 1681.17 f 0.20 1680.84 
5Sl 1713.79 
4S? 1722.30 

2.53 f .20 

4.95 * .33 
3.02 f .27 
2.55 f .I5 

2.92 St .20 

;S;, 2507.90 f 0.20 2510.48 
7s2 2517.29 
3s6 2549.64 
oTl8 2554.40 f 0.70 2552.22 
l&2 2555.06 

6.18 f .29 

2.817 
2.964 27” 

OS17 

2&l 

2% 

ITIO 

4s6 

oT,g 

0’918 

3s7 

535 

2&z 

2fi 

1513 

oT20 

OS19 

IT11 

3s8 

6s3 

8sl 

OS20 

oT21 

Z&3 

2q 

1T12 

3s9 

1514 
IIS71 

2565.35 f 0.30 2567.12 
2512.16 

11.000 I 
3.955 
5.566 34” 
3.309 21 

2610.08 
2619.00 z!r 2.00 2620.02 

2626.93 
2664.7 1 
2673.30 
2686.33 

2703.67 f 0.20 2703.36 
2736.60 f 0.50 2737.3 1 

2153.73 
2166.24 
2716.61 
2776.98 

2783.00 f 1.00 2783.31 
2819.02 zk 0.30 2819.64 
2821.87 * 0.10 2821.72 
2872.85 f 0.15 2873.36 
2877.95 zt 0.20 2878.37 
2886.90 f 0.70 2888.20 
2903.50 f 2.00 2899.90 
2913.00 f 4.50 2913.97 

2943.21 
2951.50 f 1.50 2951.58 

2975.79 
2977.05 f 0.15 2977.73 

4.591 
4.479 34 

5.24 f .27 11.136 I 
6.974 
3.860 
3.713 
1.990 27 
5.769 32 
4.476 

2.64 31 .35 2.893 27 
2.80 f. .12 3.005 21C 

4.006 1.89 f .15 
4.58 f .lO 5.32 zt .29 

0.54 f .06 
2.31 f .08 
3.38 zt .16 

5.773 34c 
0.667 21” 
2.687 27 
4.203 21 
11.019 I 
2.303 

2.895 M 
7.050 
4.006 
4.546 34 
3.794 27 
2.345 27 
1.075 26 
4.154 33c 
7.118 32’ 

- 
OS10 

OTII 

1 G 

1’5.8 

3s4 

oT12 

OSII 

2s7 

IT6 

IS9 

oT13 

6sl 

OS12 

4s3 
2s 

1725.25 f 0.20 1726.47 2.79 f .lO 3.050 32” 
1738.25 f 0.45 1736.85 5.06 f .39 5.963 32’ 

2.31 f .25 

3.33 f .17 
2.23 z!z .16 
1.02 f .16 
3.55 f .08 
6.37 f .20 

1750.49 
1797.76 f 0.10 1799.30 

1833.30 
1857.94 
1862.42 
1864.96 

1925.51 z!c 0.45 1925.61 
1961.72 * 0.60 1963.74 
1979.15 f 0.45 1976.99 

1980.38 
1988.70 f 0.30 1990.37 
2048.11 zt 0.30 2048.97 
2049.44 f 0.30 2049.21 

4.061 
2.635 21 
11.113 I 
6.138 
3.105 
4.726 
4.129 37 
2.629 27 
6.297 32” 
1.538 
3.173 32’ 
2.083 27 
5.057 27 
3.146 
6.442 32” 

5.738 34 
4.363 34 
4.601 
3.865 34 
3.408 M 
4.303 33c 
7.178 32’ 
1.975 27 

11.151 I 
5.322 34 
4.450 33c 
11.190 I 

2.37 rt .25 
5.05 f .27 

2.84 f .lO 
1.60+ .18 
4.14 f .lO 

5.55 * .3 1 

2.84 zt .lO 

2.80 k .23 

3.61 f .06 
7.05 f .27 
1.80 f .08 

- -. 
oT22 2998.80 f 0.70 2999.37 
5~96 3011.54 f 0.20 3010.69 
457 3013.63 
2&z, 3062.00 + 1.50 3063.60 - . 
oS22 3074.60 zt 0.15 3075.27 
7s3 3082.21 
3S10 3081.50 f 1 .OO 3084.79 
vTo 
I , 

3092.00 f 7.00 3087.52 
6s4 3092.11 

1T13 3100.46 
oT23 3109.10 dz 0.70 3110.25 

- _ 
5s2 209 1.28 
nTld 2096.25 f 0.40 2094.36 

3.87 f .06 
_ . 
lT7 2103.79 

oSl3 2111.55 f 0.15 2112.94 
,Slo 2150.00 * 4.50 2148.42 
5S3 2168.67 4~ 0.20 2169.66 
2T1 2187.83 

4.214 
3.255 32” 

3.933 34 
4.265 34 

2.643 34 
3.420 21 
4.904 

2.894 
4.648 
1.232 33’ 7.19 zt .23 
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TABLE 1. continued 
Mode f obs .~PREM q:bs QPREM Idb Mode fobs ~PREM %bs PPREM ref. 

PHZ PHZ W PHZ 
,S’ts 3169.00 f 2.50 3170.55 4.922 34 3T9 3843.OOf 5.00 3853.78 4.276 34 

3.86 f .06 4.594 33c lTl9 3859.82 4.874 
.  I ”  

oS23 3170.65 f 0.10 3171.26 
9s 3197.91 
?Tl 3203.50 a . 
XSZ 3214.23 
oTu 3222.00f0.60 3220.90 
3S,l 3220.60 f 0.70 3221.27 
9s2 3231.75 
3T2 3234.09 

2515 3240.89 
lT14 3255.00 zt 1.50 3255.59 
0524 3265.60 zk 0.10 3265.89 
6% 3266.82 
2Tlo 3267.50 2~ 3.50 3270.21 
3So 3272.70 zt 0.60 3271.18 
37-3 3279.74 
xS3 3283.64 
5S7 3291.88 zt 0.30 3290.76 
oT25 3332.40 f 0.50 3331.35 
,S16 3341.00 Z!T 1.00 3338.62 
3T4 3340.20 
,,Szs 3358.95 zt 0.10 3359.38 
3S12 3361.40 f 0.45 3362.07 
10% 3394.09 
4% 3396.91 
6S6 3403.86 
lTl5 3407.00 f 1.50 3408.95 
7s4 3413.23 
3T5 3415.15 
OT26 3442.80 f 0.60 3441.64 
Z&6 3443.46 
OS26 3451.40 f 0.10 3451.91 
2Tll 3456.00 f 2.50 3457.67 
,s17 3495.50 & 1.00 3493.94 
3T6 3504.29 
&q 3506.20 f 0.70 3507.44 _ __ 
5s8 3526.43 f 0.70 3525.65 
nSm 3543.10 f 0.10 3543.65 

7.37 f .26 

4.486 
4.636 
2.954 
7.281 32’ 
4.002 34 
2.456 
4.615 
3.878 M 
4.691 34 
4.734 33c 
3.683 
4.193 34 
.923 21 

4.585 
3.916 
2.029 27 
7.324 32’ 
6.024 34 
4.546 
4.869 33’ 
4.074 34 
11.213 I 
11.160 I 
3.905 
4.733 34 
2.996 
4.500 
7.362 32’ 
2.821 M 
5.000 33c 
4.150 34 
6.309 34 
4.449 
4.152 34 
2.391 27 
5.125 33 
7.397 
3.919 
1.286 27 
4.777 34 
4.393 
5.244 33 
6.395 34 
4.134 34 
4.234 34 
2.564 M 
2.095 
7.427 32 
1.507 
10.692 I 
2.950 34 
4.824 34 
4.335 
5.358 33 
3.615 34 
7.455 32 
11.168 I 
6.426 34 
4.319 34 
5.467 33 
4.138 34 

1  . 1  

4SIo 3864.50f2.00 3864.58 
2s18 3874.44 
9s4 3877.95 
oT30 3883.00 f 1.00 3881.75 
OS31 3904.85 f 0.20 3905.40 
, Szo 3944.50 f 2.50 3941.56 
7Sh 3958.72 

7.23 f .29 
4.95 f .08 

3.97 k 06 

0.71 * .07 

1.91 zt .15 
7.26 zt .23 

4.13 zt .08 

, ” 

6s9 

3’%6 

07-31 
OS32 

3T10 

1T19 

4511 

2Tl4 

lOS2 
11 S? 

5.03 f .lO 

1 .  I  

OS33 

IS21 

2’%9 

OT32 

4so 

3s17 

3T11 

3964.50 f 2.00 3965.35 
3965.50 zt 1.50 3966.87 
3993.10 zt 1.50 3991.62 
3994.05 + 0.15 3995.04 
3990.00 zt 5.00 3996.61 
4006.00 LIZ 2.00 4007.17 
4009.00 zt 2.00 4010.47 
4011.00 zt 4.50 4016.39 
4042.58 31 0.20 4032.33 

4058.47 
4082.95 It 0.20 4084.52 
4093.50 & 2.50 4088.34 

1.17 f .15 

5.24 f .lO 

0.82 zt .04 

7.18 f .26 

4%2 

I T20 

5SlO 
RSS 

4092.40 
4101.44 

4106.20 f 0.10 4105.76 
4124.30 f 0.90 4125.58 

4151.80 
4150.00 f 2.00 4152.98 
4152.00 f 2.50 4153.05 

4157.00 
4165.61 zt 0.20 4166.20 

4.29 f .08 
;S3; 4172.10 zt 0.25 4173.90 
~TI< 4190.00 zt 2.00 4196.12 

4.36 31 .08 

1.30 * .15 

4.61 zt .08 

1.63 f .15 
5.06 f .08 

7.52 dr .32 

5.33 + .lO 
” *, 

OT27 3551.80 
651 3552.60 
,+Y3 3557.94 f 0.50 3554.98 
IT16 3560.50 f 1.00 3560.73 
$6 3607.30 
OS28 3634.40 f 0.10 3634.76 
ISI8 3642.50f 1.50 3644.94 
2T12 3640.50 f 2.50 3646.13 
3S14 3655.40 f 0.60 3657.11 
Z&7 3657.42 
7s5 3659.75 
oT2x 3662.00 f 0.60 3661.86 
11 St 3685.48 

7.52 f .28 

7.08 zt .26 

* .., 
(jS10 4211.11 zt 0.30 4210.76 
oT33 4211.23 
,ST2 4228.50 + 3.50 4234.40 
7s7 4237.85 
oS35 4261.45 f 0.20 4263.23 
3,!$8 4284.00 f 1.00 4285.98 
4S13 4294.00 f 2.00 4295.21 
,T21 4295.00 zt 1.00 4297.42 
12% 4300.34 
1053 4300.92 
4T1 4304.57 

2s20 4310.64 
3T12 4317.00 f 6.00 4318.29 
oT34 4322.00 f 1.50 4321.00 
9% 4324.87 
4T2 4326.83 

12s2 4330.16 
OS36 4351.15 31 0.25 4352.53 
4T3 4360.07 
2T,6 4367.00 & 3.50 4372.15 
1S23 4379.00 3~ 2.00 4379.84 
lOS4 4381.16 
4% 4404.14 

oT35 4430.75 
8S6 4435.24 

4S14 4433.00 zt 1.50 4439.08 
,Tz2 4440.00 f 2.00 4440.27 
oS37 4440.70 f 0.35 4441.84 
3S,9 4447.00 zt 1.00 4447.56 
75x 4448.00 & 1.00 4452.59 
5S,1 4464.00 zt 2.00 4456.55 

5.43 * .lO 

8s; 3702.73 
ztSo 3707.50 f 1.50 3708.76 
;T,> 3710.00 f 1.00 3711.01 
3fi 3723.89 
o&9 3724.75 f 0.15 3725.34 
&u 3737.50 f 1.00 3737.62 
;T29 3772.50 rt 0.70 3771.84 
TSQ 3777.80 

4.50 4~ .08 

7.39 zt .28 

7.11 f .24 

,-S,; 3794.00 Z!T 1.50 3793.89 
3S,5 3809.80 zk 0.80 3810.48 
oS3o 3814.85 f 0.15 3815.52 
2Tl3 3830.50 f 3.50 3832.88 

5.37 l .lO 

4.75 * .08 

3.&7 34 
2.489 M 
1.940 
7.479 38 
5.571 33 
6.434 34 
1.983 
3.119 34 
4.408 34 
7.501 d 
5.671 33 
4.218 34 
4.930 34 
3.513 34 
4.155 34 
5.217 27 
7.638 I 
5.766 33 
6.429 34 
2.457 M 
7.520 
1.032 21 
4.497 34 
4.164 
3.643 34 
4.990 34 
11.175 I 
1.636 27 
5.857 33 
4.180 34 
2.822 34 
7.537 
6.418 34 
2.409 
5.945 33 
4.586 34 
3.728 34 
5.055 34 
4.466 
3.451 
4.528 
2.440 M 
4.120 34 
7.553 38 
11.117 I 
4.527 
4.357 
6.030 33 
4.527 
4.211 34 
6.405 34 
4.217 
4.527 
7.566 
2.268 
3.784 34 
5.124 34 
6.111 33 
4.675 34 
3.111 34 
2.669 34 
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TABLE 1. continued 
Mode fobs ~PREM 

PHZ PHZ 

4Ja obs qPREM rdb Mode fobs 

PHZ 

Pobs 4PREM ref. 

4T5 4458.81 qTtfi 5040.00 f4.50 5054.35 4.121 34 
11 is? 4462.42 ._ - 
10% 4469.75 
-,TI-, 4482.00 f 7.00 4494.38 _ __ 
13S1 4490.00 f 0.80 4495.73 
4T6 4523.86 
, Sz4 4525.00 f 3.00 4524.68 
2s21 4528.88 
oS38 4529.20 f 0.20 4531.20 
6&l 4534.94 
oT36 4542.00 f 2.00 4540.49 
2T17 4543.00 zt 2.00 4544.86 
lT23 4580.00 f 2.00 4581.59 
4S15 4583.00 f 1.50 4585.74 
4T7 4599.04 
3S20 4606.00 f 1.00 4609.89 
7S9 4612.00 f 2.50 4617.95 
oS39 4618.65 3~ 0.20 4620.61 
9s6 4620.88 

ofi 4650.23 
8S7 4650.46 
, Si5 4670.50 zt 3.00 4668.93 
3T14 4677.69 
12s3 4683.62 
4Ts 4684.10 
5S12 4700.00 f 0.80 4695.98 
OS40 4707.70 f 0.35 4710.10 
2T18 4710.00 f 2.50 4714.71 
1 T24 4721 .OO f 2.00 4721.36 

4sl6 4730.00 f 2.50 4735.78 
2s22 4746.99 
oT3, 4762.00 rt 2.00 4759.96 
,, S4 4765.79 zt 0.20 4766.86 
7S1o 4763.50 f 4.50 4767.76 
3S21 4771.00 f 1.50 4772.64 
4T9 4778.82 

4.526 
2.235 
4.129 
4.090 34 
1.360 34 
4.526 
6.391 34 
2.430 M 
6.190 33 
11.182 I 
7.578 38 
4.245 34 
5.198 34 
3.820 34 
4.527 
4.761 34 
3.548 34 
6.266 33 
3.020 
7.588 
2.844 
6.378 34 
4.078 
11.585 I 
4.527 
2.593 34 
6.339 33 
4.281 34 
5.276 34 
3.842 34 
2.424 M 
7.597 38 
1.425 27 
3.756 34 
4.845 34 
4.527 
6.411 33 
6.368 34 
1.138 27 
5.357 34 
4.089 
7.605 
2.041 
4.319 
4.526 34 
1.086 21 
6.481 33 
3.854 34 
2.384 34 
11.188 I 
11.470 I 
3.870 34 
2.590 34 
11.350 I 
4.926 34 
6.361 34 
2.425 M 
6.549 33 
7.611 d 
5.440 
4.523 34 
3.860 34 
4.359 34 

- .- 
OS44 
7sl2 

11% 

oT41 

5069.05 f 0.65 5069.01 
5068.50 31 2.50 5071.02 

6.03 f .10 

0.94 * .07 
1.66 f .lO 
7.10 f .30 

5.56 f .10 

Is28 

3523 

4T12 

IT27 

5s14 

9s8 

OS45 

2s24 

13s3 

OT42 

4519 

2T21 

5072.64 f 0.20 5074.41 
5089.15 

5088.00 f 5.00 5097.80 
5092.50 f 2.00 5098.49 
5116.00zt6.00 5119.49 
5129.00 f 2.00 5131.50 
5138.00 f 2.00 5136.81 
5138.50 zk 3.50 5144.45 
5157.20 zt 0.40 5159.01 6.01 f .10 

5182.42 
1.28 f .10 

5.58 f .I0 

7.53 f .33 

Ss9 

6s13 

1 s29 

3T11 
OS46 
433 

5194.39 f 0.10 5193.82 
5200.00 f 2.50 5198.89 
5201.00 f 2.00 5206.51 
5202.00 f 2.50 5210.67 
5211.00 f 2.00 5211.87 
5233.50 f 2.50 5233.88 

5239.29 

6.12 f .10 

5.66 f .10 

7.02 41 .30 
1.35 zt .ll 

3S24 
1T28 
7s13 

12s4 

15Sl 

oT43 

5&s 

OS47 

lls6 

5T1 

6.10 zk .12 

oS;1 4798.10 f 0.30 4799.67 
ISX 4812.50 zt 3.00 4812.57 . *- 
13s2 

I T25 

3T15 

oT39 

9s7 

2T19 

4T10 

5th 

4844.60 f 0.20 4845.26 
4859.50 zt 2.00 4859.60 

4865.33 
4869.69 
4872.64 
4882.09 

4885.00 f 5.00 4883.02 
4889.10 f 0.30 4884.17 

5.88 zt .10 

1 .oo f .05 

7.11 f .30 

1651 

4s20 

5T2 

2T22 

_ _ 
oS42 4887.70 310.35 4889.34 
4S17 4882.50 f 2.00 4889.38 
&T8 4904.50f 2.50 4908.07 

6512 4911.92 
Ill& 4914.11 

0.80 If: .08 
5.75 * .lO 

.” ” 
7&l 

5&3 

14% 

3522 

1 s27 

2s23 

0543 

07-40 
1 T26 

4T11 

4518 

2T20 

4915.50 zt 3.00 4916.94 
4927.50 zt 1.50 4924.40 

4925.38 
493 1.50 f 1.50 4935.56 
4956.00 f 6.00 4955.54 

4964.89 
4977.35 f 0.40 4979.12 
4981 .OO f 2.00 4979.42 

4996.30 
4993.50 z!c 4.50 4996.59 
5043.00 zk 2.50 5046.41 
5044.50 f 4.00 5047.32 

6.00 f .12 
7.27 f .30 

14s2 

lS30 

9s9 

4T14 

5T3 

1 T29 

2s25 

14s3 

6s14 

oTa 

3s25 

3TlS 

OS48 

5T4 

13s4 

5G 

lOS7 

5’%6 

8&O 

1531 

OS49 

ST6 

12% 

oT45 

1T30 

2T23 

5234.00 zt 8.00 5242.20 
5248.50 310.50 5249.12 
5243.00 z!c 7.00 5251.78 
5262.50 f 1.50 5261.42 
5264.50 f 2.00 5265.22 

5288.15 
5293.80 
5295.75 
5308.63 

5328.00 f 2.00 5330.11 
5338.60 f 0.50 5339.35 

535 1.70 
5353.50 
5355.04 

5362.00 f 2.50 5369.24 
5370.60 

5366.OOf 2.50 5372.32 
5374.58 

5378.50 f 4.00 5379.96 
5378.00 f 3.50 5389.25 
5384.50 f 4.50 5393.54 

5396.19 
5399.50 f 2.50 5397.51 

5398.22 
5407.52 

5409.00 f 2.00 5410.08 
5418.38 

5424.50 + 2.50 5425.56 
5414.00 St 7.00 5427.08 
5428.50 zt 0.50 5429.70 

5430.22 
5455.12 
5472.60 
5489.22 

5507.00 f 2.00 5506.96 
5506.00 f 2.00 5508.75 
55 12.50 f 4.50 55 19.76 
5518.70 f 0.50 5520.16 

5523.25 
5527.66 

5529.00 f 4.00 5528.13 
5527.50 f 1.50 5528.40 
5525.50 f 2.50 5532.41 

6.50 it .16 

6.61 It .15 

6.615 33 
3.936 34 
1.503 27 
7.617 
6.360 34 
4.999 34 
4.517 34 
5.525 34 
2.691 34 
2.117 34 
6.680 33 
2.447 M 
1.101 27 
7.621 38 
3.862 34 
4.399 34 
1.994 34 
3.944 34 
6.363 
4.171 34 
6.743 32 
4.505 34 
5.050 34 
5.611 34 
11.194 I 
11.333 I 
1.471 
7.625 
2.894 34 
6.804 32 
2.158 
5.012 
4.984 
3.862 34 
5.010 
4.440 34 
4.938 
6.371 34 
2.696 34 
4.488 34 
5.007 
5.697 34 
2.734 M 
4.866 
3.857 34 
7.627 
4.835 34 
4.232 34 
6.865 32 
5.002 
4.811 
4.996 
11.287 I 
3.117 34 
2.031 34 
6.385 34 
6.924 32 
4.987 
4.539 
7.630 38 
5.783 34 
4.481 34 
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TABLE 1. continued 
Mode fobs fP$M 6, QPREM rdb Mode fobs fPREM gobs ~PREM ref. 

PHZ PHZ PHZ 

4521 5525.OOf 2.00 5534.06 3.861 34 7515 6038.97 11.205 I 
,ASA 5544.94 f 0.79 5541.84 1.23 f .06 _. 
4T15 
IFS2 
1157 
5T7 
2S26 
6515 
3T19 
OS50 
9&o 
3 526 
0%6 
12s6 
ST8 
17-31 
ls32 
7s14 
5&7 
2T24 
16s2 
4s22 
OS51 
4Tl6 
8S11 
5T9 
loss 
6sO 

2s21 
oT47 

5538.OOf7.00 5544.83 
5551.32 
5563.67 
5582.08 

5579.00f2.00 5582.65 
5606.50 f 2.50 5602.51 
5607.00 f 4.50 5608.11 
5609.70 f 0.50 5610.73 6.77 f .16 
5604.50 f 2.50 5610.93 

5620.49 
5637.89 
5646.58 
5649.00 

5656.OOf3.00 5657.96 
5657.00 f 8.00 5658.62 

5663.80 
5669.OOf3.00 5673.69 
5684.50 f4.00 5691.09 

5697.12 

3T20 
li”32 
OS52 
lS33 
5T10 
65-16 
13s5 
5SlX 
3s21 
2T25 
12s7 
oT4s 

5694.OOk 2.50 5700.49 
5701.20 f 0.60 5701.42 6.99 f .16 
5709.OOf7.00 5705.48 
5715.50 * 3.00 5717.48 

5723.92 
5735.OOrt7.00 5137.09 
5742.00 zt 0.20 5740.25 0.90 f .18 
5736.50 f 2.50 5745.07 

5141.66 
5785.OOf8.00 5785.19 
5786.50 f 3.00 5786.24 
5792.30 zt 1.20 5792.22 6.85 f .I6 
5798.OOf6.00 5796.49 

5806.78 

4s23 
4T17 
852 
OS53 
9Sll 
5T11 
2S28 
1T33 
14% 
I s34 
lOS9 
3El 
oT49 
OS54 
5s19 
5Tl2 
2T26 
6%7 
i3s13 
15s3 
4s24 

5811.50 f 2.50 5808.40 
5834.28 

5831.00 f 3.00 5835.59 
5836.74 

5843.00 f 3.50 5848.47 
5855.88 

58.59.OOf4.00 5857.43 
5858.50 f 2.00 5868.03 
5870.00~9.00 5874.88 
5874.50 31 3.50 5876.05 
5885.00 f 1.50 5883.13 6.83 * .15 
5887.OOf7.00 5885.77 

5891.53 
5904.OOf2.00 5906.03 
5915.00 f 3.50 5913.31 

5929.81 
5933.35 

5939.00 f 4.50 5941.76 
5955.OOf6.00 5958.71 
5969.50 f 4.00 5967.21 
5975.60 f 1.40 5974.14 7.15 f .14 
5989.50 f 2.00 5995.82 

5996.15 
6001.00 f 4.50 6004.65 
6026.50 f 2.00 6021.31 
6016.00 f 3.50 6024.43 
6030.96 f 0.35 6035.22 1.24 f .I6 
6025.50 f 3.50 6036.26 

1.346 34 
4.462 34 
9.152 I 
3.563 
4.916 
5.148 34 
3.673 34 
4.296 34 
6.982 32 
3.121 34 
2.489 M 
7.631 
3.743 
4.961 
5.868 34 
6.404 34 
11.200 I 
3.295 34 
4.522 34 
3.042 
3.861 34 
1.039 32 
4.431 34 
3.095 34 
4.943 
3.550 34 
1.095 34 
5.316 34 
7.631 
4.357 34 
5.952 34 
7.095 32 
6.429 34 
4.919 
3.474 34 
4.079 
3.422 34 
2.389 M 
4.561 34 
2.360 
7.631 38 
3.861 34 
4.396 34 
3.565 34 
7.149 32 
2.416 34 
4.891 
5.393 34 
6.034 34 
8.644 I 
6.459 
3.125 34 
4.411 34 
7.631 d 
1.203 32 
3.513 34 
4.856 
4.598 34 
3.325 34 
3.718 34 
1.241 34 
3.864 34 

._ 
I T34 6039.50 zk 3.50 6039.22 6.113 34 
4% 6051.83 4.362 
3s28 6053.73 2.311 M 
11&l 6055.80 11.532 I 
OS55 6064.80 f 1.50 6065.26 7.03 f .14 1.255 34 
2s29 6068.50 zt 2.50 6066.18 5.460 34 
lS35 6069.14 6.494 
oT50 6076.99 7.630 
5T13 6102.68 4.816 
17% 6129.05 1.396 
3T22 6120.00 f 6.00 6129.31 4.456 34 
12&s 6132.42 f 0.55 6137.17 2.01 f .ll 1.763 34 
5s20 6152.00 f 3.00 6155.98 3.579 34 
OS56 6158.90 f 1.50 6156.48 7.13 A.15 7.306 34 
2T27 6151.00f6.00 6159.71 4.633 34 
13s6 6161.19 1.541 
1T35 6166.OOIt3.50 6164.06 6.189 34 
8&4 6169.00 zt 6.00 6170.65 3.904 34 
oG1 6186.78 7.628 
9&2 6184.50 f 2.00 6187.26 2.150 34 
lOSl0 6176.50 f 2.50 6190.88 2.658 34 
ls36 6200.00 f 7.00 6203.83 6.534 34 
4s25 6199.00f3.00 6204.82 3.868 34 
5T14 6217.17 4.768 
16s3 6222.36 11.598 I 
2530 6230.50 rt 2.50 6225.58 5.524 34 
4T19 6234.50 4.334 
6S18 6242.00 zt 2.00 6235.56 3.236 34 
OS57 6246.30 zk 1.30 6247.80 6.80 ic .13 1.351 34 
3s29 6270.74 2.372 M 
Ifi 6287.50 f 3.00 6281.81 6.263 34 
oT5z 6296.58 7.626 
3T23 6299.00 316.00 6297.60 4.491 34 
2T28 6309.50 f 3.50 6313.75 4.661 34 
5s21 6312.50 zt 2.00 6316.82 3.632 34 
s&5 6306.50 LIZ 4.50 6317.11 3.990 34 
1554 6332.35 2.501 
1537 6338.00 3~ 6.00 6337.41 6.578 34 
OS58 6341.10 f 1.50 6339.21 7.21 f .I6 7.406 34 
5T15 6339.76 4.713 
4 526 6363.00 f 3.50 6373.42 3.876 34 
2531 6388.50 f 2.00 6384.20 5.585 34 
17s2 6395.21 4.327 
6Tl 6397.86 4.955 
13s7 6398.97 2.613 
18% 6402.12 5.271 
oG3 6408.00 f 6.00 6406.38 7.623 38 
1G7 6412.50 f 2.50 6410.74 6.333 34 
6T2 6412.65 4.948 

Is16 6413.76 11.211 I 
4T20 6420.67 4.316 
19% 6427.44 11.165 I 
OS59 6436.30 3~ 3.50 6430.72 1.454 34 
6fi 6434.81 4.938 
1159 6437.50 f 1.50 6437.12 1.594 34 
6’%9 6453.50 f 2.50 6441.44 3.197 34 
1753 6452.27 4.679 
10% 1 6446.00 f 6.00 6454.44 2.637 34 
3T24 6464.14 4.517 
6fi 6464.29 4.924 

4.051 34 
2T29 6464.50 f 3.00 6466.83 4.698 34 
8&j 6471.00f4.50 6464.75 



112 FREE OSCILLATIONS 

Mode fobs .~PREM 
P”Z P”Z 

TABLE 1. continued 
PPREM db Mode f obs ~PREM gobs QPREM ref. 

P”Z P”Z 
, SW 6482.00 f 9.00 6469.86 6.627 34 lnSll 6871.00 zt 9.00 6874.43 3.601 34 

A S-m 6870.00 z!z 2.00 6877.18 3.917 34 
_ II 
536 

15% 

5s22 

9s13 

3s30 

14s6 

6G 

oT54 

”  “ .  

18s3 

1T41 

5G9 

6889.58 

0560 

1T3s 

4s27 

2332 

6T6 

18S2 

13SE 

16s4 

750 

lSs6 

6fi 

lS39 

4T21 

5T17 

6470.62 
6475.3 1 

6480.00 f 6.00 6478.57 
6487.00 zt 1.50 6483.50 

6487.70 
6493.5 1 
6501.07 
6516.18 

6526.00 zt 3.00 6522.32 7.11 32 .19 
6532.73 

6532.00 + 2.00 6541.80 
6548.50 f 4.00 6542.03 

6545.07 
6545.69 
6553.59 
6568.64 

6580.00 + 0.50 6580.7 1 1.26 f 0.09 
6595.93 
6596.24 
6601.16 

6594.00 zt 6.00 6608.12 
6609.94 
6610.23 
6614.00 

2T32 

3s32 

7s19 

llJ%l 

2OSl 

OT58 

6q2 

3T27 

5s25 

4T23 
OS65 

6888.00 3~ 0.55 6891.93 1.21 f .11 
6889.00 zt 6.00 6894.00 

69 14.69 
6911.00 zk 4.50 6920.90 

6921.36 
6919.00 f 7.00 6921.84 
6915.00 f 9.00 6922.23 
6948.50 zt 0.60 6954.04 1.29 f .15 
6959.00 zt 6.00 6955.42 

6956.77 
6946.50 f 3.50 6956.93 
6964.50 f 3.50 6967.92 

6980.21 
6985.00 + 5.00 6981.61 ” __ 

ls42 6988.22 
2S35 7015.00 f 3.50 7010.52 
1T42 7013.50 & 3.50 7013.05 
OSI< 7028.00 3~ 2.50 7029.82 

12s9 

OS61 

7s17 

2fiO 

oTss 

6611.00 5 4.50 6614.22 
6609.00 i 3.50 6619.02 

, L_I 

IO.%4 

4530 

1458 

65122 

6q3 

oT59 

3T25 

5s23 

1T39 

6625.98 
6622.50 3~ 3.50 6629.35 
6635.00 f 3.50 6641.17 
6656.00 f 6.00 6653.89 

6s20 

6% 

13s9 

IO%2 

2533 

3s31 

OS62 

4528 

IIS 

6T9 

IS40 

OT56 

szs 

7sl8 

9514 

2fi1 

14s7 

1T40 

6659.50 f 2.00 6654.48 
6654.50 
6686.16 

6682.50 31 3.00 6687.11 
6699.04 
6704.57 
6705.78 

6705.00 f 1.50 6709.77 
6712.50 f 3.50 6712.42 

6719.78 
6739.00 * 7.00 673 1.3 1 

6735.79 
6757.93 

6764.00 zt 6.00 6766.28 
6771.50 z!r 1.00 6768.24 
6763.00 & 4.50 6770.36 

6772.89 
6773.50 f 4.50 6774.29 

6788.22 
6791.98 

4.651 
4.113 
3.678 34 
2.063 34 
2.368 M 
11.069 1 
4.907 
7.620 
7.501 34 
6.400 
3.886 34 
5.643 34 
4.887 
1.876 
3.591 
3.389 
1.135 
4.489 
4.864 
6.679 
4.307 34 
4.583 
11.602 1 
7.547 
4.110 34 
4.728 34 
7.617 
4.536 34 
3.720 34 
6.464 34 
3.202 34 
4.838 
3.861 
3.104 34 
5.698 
2.365 M 
7.592 
3.900 34 
2.345 34 
4.810 
6.734 34 
7.613 
4.509 
4.150 34 
2.063 34 
4.756 34 
3.026 
6.524 34 
11.217 I 
4.780 
4.548 34 
4.306 
7.635 
3.761 34 
1.720 34 
7.609 
11.690 I 
3.246 34 
5.750 
6.792 
3.022 34 

2G3 

0566 

19s2 

ST20 

7s20 

15s7 

IS43 

3T28 

5s26 

1T43 

3s33 

l?Sll 

7027.00 314.50 7038.76 
7034.00 * 2.00 7043.91 
7039.00 f 1.50 7047.89 
7053.50 f 2.50 7048.18 

7049.19 
7065.24 

7066.00 f 4.00 7070.65 
7073.71 
7078.81 
7080.11 

7085.00 f 5.00 7081.96 
7085.82 
7115.01 

7113.50 f 3.50 7119.64 
7129.00 +z 2.00 7131.42 
7133.00 * 5.00 7131.51 

7138.07 
7138.00 zt 1.50 7138.82 

8sl7 

6FO 

3T26 

4T22 

OS63 

5s24 

16% 

oT57 

17s4 

6s21 

2534 

IS41 

._ . 
6q4 7148.14 
l1S12 7144.00 f 5.00 7149.61 
1GS6 7149.13 +z 0.54 7153.68 1.72 f .25 

13&o 7155.54 
8518 7162.43 
4T24 7159.00 dz 8.00 7163.04 
2536 7166.50 f 3.00 7164.96 
OS67 7165.89 
OTGO 7175.06 
loSl5 7202.00 f 5.00 7209.25 
ztS-a~ 7200.00 + 2.00 7209.87 

6791.00 & 7.00 6793.54 
6795.04 

1  I .  

21j4 7214.00 zt 6.00 7219.63 
c.Sm 7241.00 f 2.00 7233.92 

6797.64 
6802.00 zt 3.00 6804.39 
6829.84 zt 1.44 6836.41 1.86 f .15 

6845.61 
6854.04 

6859.00 f 2.00 6855.03 
6855.21 
6860.33 

12S10 6860.00 f 5.00 6861.33 
6Tl 6871 .Ol 4.748 

Y  _ _ ,  

9$6 7238.00 f 3.00 7239.58 
IS44 7240.71 
18s4 7238.25 f 0.18 7241.00 1.08 zt .06 
7S21 7238.50 zt 4.50 7247.61 
1T44 7249.50f 3.00 7249.42 
6Tl5 7253.56 
d-21 7253.69 
0568 7258.14 
3T29 7273.00 zt 4.50 7281.77 
OT61 7284.88 
5s27 7294.59 

7.678 
1.174 34 
6.580 34 
4.433 
4.784 34 
2.363 M 
4.175 34 
3.088 34 
1.141 34 
7.604 d 
4.714 
4.557 34 
3.803 34 
4.309 
7.720 d 
6.852 
5.800 34 
6.633 34 
2.325 34 
3.859 34 
3.938 34 
2.070 34 
3.324 34 
4.680 
7.599 
4.811 34 
7.760 
11.007 I 
4.356 
4.182 34 
11.488 I 
6.914 
4.562 34 
3.846 34 
6.683 34 
2.360 M 
1.956 34 
4.644 
2.725 34 
1.352 34 

11.652 I 
11.222 I 
4.313 34 
5.847 34 
7.799 
7.594 
3.746 34 
3.963 34 
4.838 34 
3.425 34 
3.133 34 
6.977 
1.060 34 
4.166 34 
6.730 34 
4.609 
4.286 
7.838 
4.565 34 
7.588 
3.892 
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Mode f”6.S ~PREM 
PHZ PHZ 

q:bs 

TABLE 1. continued 
4PREM db Mode fobs ~PREM Qo6.s DPREM ref. 

PHZ PHZ 
2Sy7 7314.50f 3.50 7318.53 5.890 34 2T31 7653.00 zk 3.00 7661.93 4.924 34 
4T25 7343.40 
OS69 7350.47 
,4S9 7343.94 zt 0.61 7354.08 
3 s34 7354.71 
2os2 7357.09 
1 s45 7365.35 
6Tl6 7365.37 
l T45 7362.50 3~ 4.50 7366.83 
2T35 7362.00 * 4.00 7367.85 
4S32 7366.00 zt 2.00 7374.98 
OT62 7394.70 
9S17 7390.00 f 5.00 7403.56 
6s24 7418.50 Zk 2.00 7413.13 
,,s,3 7411.50 * 4.00 7417.49 
7S22 7416.00 * 6.00 7419.40 
,,,Sl(j 7423.00 zt 2.50 7422.64 
sSo 7428.00 zk 1.50 7424.13 

sT22 7434.43 
OS70 7442.86 
3T30 7439.00 f 4.50 7443.36 
12S12 7451.50 f 2.00 7455.08 
sS28 7450.50 zt 2.00 7457.18 
17s5 7461.22 
2S38 7476.00 + 4.00 7471.21 
16s7 7470.04 f 1.00 7474.14 
6Tl7 7483.49 
IT46 7483.50 f 4.00 7483.78 
I s46 7488.98 
2lSl 7495.27 
7T 7498.57 
IT61 7504.52 

4.318 
7.875 
1.892 
2.358 
1.940 

lG% 7664.98 

34 
M 

7.041 
4.574 
6.773 
4.865 
3.992 
7.582 

34 
34 
34 

3.675 
3.534 
2.379 
4.127 
3.038 

. I  Y  

ITI 

lOSl7 

2Os3 

11514 

16‘% 

13Sll 

4T27 

9&9 

4s34 

I T4s 

7Ts 

OS73 

d-65 

0.90 zt .22 1.174 
4.226 
7.911 
4.567 
1.754 
3.939 

34 
34 

:1 
34 
34 

1 s48 
hTl4 

7667.63 
7678.00 * 1.50 7675.89 

7685.74 
7679.00 3~ 3.50 7686.80 

7689.68 
7693.02 

7694.00 f 7.00 7697.46 
7695.00 zk 4.50 7698.29 
7691 .OO zt 1.50 7702.48 
7713.50 zt 3.50 7716.44 

7717.14 
7720.47 
7724.15 
7733.33 
7738.59 

34 
34 
34 

10.212 
5.931 

1.50 * .15 1.250 
4.540 
6.813 

I 
34 

”  L ,  

6S26 7756.00 zk 4.00 7757.89 
3T32 7757.50 Zk 4.50 7764.94 
15s9 7771.75 
7T9 7772.53 
2S40 7776.00 f4.00 7773.95 
ITSI? 7771.00 & 2.50 7777.00 .- ._ 
5S30 7776.50 zt 2.50 7780.00 
7Sm 7788.00 zt 5.00 7780.08 

7.106 
4.718 

34 

34 

l9S3 7504.8 1 
7T2 7511.20 

2lS2 7514.86 
2T36 7505.00 zt 5.00 7515.28 
lSs5 7517.39 

4T26 7512.00 z!r 6.00 7521.46 
7T3 7530.11 

0571 7535.33 
ss19 7536.4 1 
4s33 7532.00 zt 1.50 7539.19 
1954 7540.90 
9&s 7551.00 zt 5.00 7552.78 
7T4 7555.27 

3s35 7571.27 
17Sh 7580.67 

4.762 
7.576 
4.384 
4.760 

I .  

3s36 7787.76 
2ls3 7801.59 
17& 7805.05 
2T38 7797.00 z!z4.00 7807.76 
ST24 7810.82 
OS74 7813.15 
22S1 7816.70 zt 0.40 7819.54 0.95 f .05 
IAS, I 7803.00 zt 6.00 7823.54 

4.577 
4.894 
4.365 
4.322 
4.758 

34 

34 

M 

7586.61 
7590.00 f 1.50 7587.27 
7598.00 f 3.50 7597.20 
7594.00 f 5.00 7600.3 1 
7605.00 * 5.00 7604.42 

7607.90 
7611.63 
7614.33 

7616.00 rt 2.50 7619.01 
7620.80 

7627.00 414.00 7623.02 
7624.09 
7627.87 
7635.12 

7624.00 + 4.00 7635.75 
7661.84 

7.946 
11.229 
4.025 
4.538 
3.907 
4.754 
2.357 
4.230 

:4 

34 

. ” 
7T5 4.750 

3.640 
4.073 
6.851 
4.569 
4.506 
7.171 
7.569 

.- . . 
I T49 

7T10 

OT66 

8 s20 

1 s49 

4s35 

4T28 

6T20 

15&o 

23 sl 

7T11 

OS75 

9520 

llS15 

7830.00 f 6.00 7832.22 
7833.70 
7833.97 

7848.00 zk 6.00 7843.35 
7854.14 

7856.00 zt 1.50 7864.82 
7863.00 zt 8.00 7871.66 

7875.57 
7893.00 f 6.00 7897.49 

7899.09 
7900.55 
7905.88 
7910.21 
7919.06 

6525 

7s23 

1T47 

3T31 

6Tl8 

I s47 

oTta 

34 
34 
34 
34 

5s29 

SE3 

2s39 

7T6 

OS72 

17s7 

14SlO 

l9S5 

3.987 
4.181 
5.970 
4.746 
7.979 
4.372 

34 

34 

2.574 
2.726 

34 

._ .I 
2S41 7917.50 f 6.00 7924.01 
3T33 7914.50 f 4.50 7924.89 
6&7 7929.00 f 7.00 7926.36 
loS18 7940.50 f 2.50 7938.48 
sS31 7939.00 z!z 1.50 7940.16 
oT67 7950.00 zk 8.00 7943.78 
lT5~ 7948.50 z!r 3.50 7947.68 
7Tw 7943.50 zt 3.00 7952.75 I _, 
13Slz 7954.50 * 5.50 7955.03 
l8s6 7957.04 
7525 7968.00 31 3.50 7966.58 
7Tl2 7972.96 
IS50 7974.10 
ss21 7989.3 1 
OS76 8015.00 518.00 7998.68 
5T25 8002.38 

11.231 I 
4.741 
2.580 34 
7.229 I 
2.504 34 
4.011 
11.669 I 
4.326 34 
4.030 34 
4.062 34 
6.886 34 
4.735 
8.012 
7.563 
7.236 
4.474 
3.733 34 
4.572 34 
4.008 
4.730 
6.005 34 
1.758 34 
4.034 34 
4.013 34 
2.355 M 
5.862 
1.838 
4.956 34 
4.155 
8.043 
1.304 34 
3.769 34 
6.918 34 
4.725 
7.555 
4.106 34 
7.300 
4.102 34 
4.331 34 
4.443 
3.224 34 
11.631 I 
4.720 
8.074 
11.235 I 
3.012 
6.038 34 
4.576 34 
3.810 34 
2.434 34 
4.080 34 
7.548 d 
6.947 34 
4.990 34 
4.043 34 
2.530 
3.960 34 
4.715 
7.363 
4.156 
8.103 d 
4.148 
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TABLE 1. continued 
Mode 

2 s-27 

fobs 
CLHZ 

fPREM 
CLHZ 

8004.19 
d -.,, 

6T21 8018.91 
4&j 8015.50 f 3.50 8026.22 
4T29 8044.29 
7T13 8050.83 
OT68 8053.59 
!T5] 8059.00 f 6.00 8062.83 
2S42 8065.00 f 8.00 8073.21 
3T34 8080.00 f 5.00 8084.26 

13s13 809 1.46 
OS77 8091.55 
19s6 8093.14 
IS51 8093.25 
(j,!& 8094.00 f 5.00 8093.69 
2T40 8089.00 f 5.00 8096.87 
]2S]4 8093.00 f 2.50 8097.37 
5S32 8098.00 f 5.00 8099.56 
]]S]f, 81@,.00 f lo.0 8107.03 
2Os4 8 116.77 
],jsg 8116.00 41 2.00 8117.59 
l5Sll 8132.00 zt 6.00 8130.95 
7T14 8134.04 
8S22 8135.00 f 8.00 8136.99 
7526 8152.00f 8.00 8155.16 
0TfiQ 8163.40 

q:bs QPREM ref.’ 

2.353 M 
4.413 
4.146 34 
4.339 
4.711 
7.540 
6.975 34 
6.069 34 
4.581 34 
3.907 
8.131 
10.515 I 
7.425 
3.871 34 
5.027 34 
1.809 34 
4.122 34 
3.514 34 
1.278 
1.392 34 
1.999 34 
4.707 
4.188 34 
3.919 34 
7.533 
4.385 
7.000 34 
8.158 
4.192 34 
4.159 
2.428 34 
1.397 
7.486 
4.348 34 
2.352 M 
6.098 34 
4.703 
11.684 I 
5.066 34 
4.589 
Il.488 I 
4.159 34 
3.502 34 
3.918 34 
1.190 34 
3.821 34 
7.524 
8.184 
11.241 I 
4.205 34 
7.023 34 
1.444 
4.700 
4.358 
7.545 
3.892 34 
4.242 34 
6.124 34 
8.208 
11.544 I 
5.108 34 
4.183 
7.516 

Mode fobs 
PHZ 

4T31 8385.3 1 
‘jT36 8395.00 + lo.0 8401.09 
IT54 8400.00 zt 10.0 8406.75 
12S15 8402.00 f 9.00 8411.28 
7T17 8414.71 
sS34 8410.00 f 4.00 8416.62 
l1 Sls 8424.00 f 8.00 8418.49 
6S30 8417.00 f 6.00 8427.41 
15S12 8432.50 & 3.00 8432.73 
3539 8436.86 
I&O 8433.00 f 3.00 8437.72 

40bs PPREM ref. 

.” ._ 
8S24 8431.00 f 8.00 8440.00 
I Ss4 8446.3 1 
loS20 845 1.50 rt 2.50 8446.66 
OS81 8463.61 
2oS5 8464.65 f 0.84 8471.58 
13S15 8462.00 f 9.00 8474.42 
6T24 8487.69 
OT72 8492.80 
4S39 8492.50 3~ 3.00 8504.92 
2S45 8515.00 f 8.00 8515.75 
7T18 8518.35 
rTss 8520.94 

_ -, 
6T22 

1T52 

0578 

4s37 

ST26 

lOS19 

22s2 

I%2 

4T30 

3S38 

2s43 

7Tu 

8168.68 
8170.00 + 8.00 8177.72 

8184.47 
8177.50 zt 3.00 8186.69 

8193.48 
8200.00 It 3.50 8197.96 

8207.04 
8211.63 

8195.00 zt 10.0 8215.47 
8220.55 

8213.00 f 7.00 8221.56 

. __ 
22343 8507.00 f 8.00 8523.66 
,Sm 8536.00 zt 9.00 8533.66 

I  - -  

24% 8550.62 
8Z 8551.15 

4TQ 8548.00 f 7.00 8553.86 
o&2 8556.77 
3T37 8548.00 f 5.00 8558.49 
22s3 8559.91 
23s2 8561.36 
RT7 8561.68 

14512 

2fi1 

3T3s 

17s9 

ss33 

13s14 

6s29 

9so 

II‘%7 

oT70 

OS79 

9521 

8S23 

1Ts3 

18S7 

7Tl6 

6T23 

l&3 

7s27 

4S38 

2544 

OS80 

21s4 

2T42 

sT21 

oT71 

8222.48 
8224.06 

8230.00 zt 8.00 8240.08 
8243.00 
8248.53 

8253.50 5 3.50 8258.32 
8265.00 f 8.00 8258.94 
8257.50 f 4.00 8260.57 
8269.50 z!z 1.00 8262.64 0.82 3~ .20 
8265.00 31 8.00 8268.00 

8273.20 
8277.46 
8283.85 

8273.00 f 7.00 8287.05 
8278.00 f 7.00 8292.35 

8301.04 
8316.07 
8324.95 
8329.31 

8347.00 41 6.00 8344.50 
8336.00 + 2.00 8346.24 
8367.00 f 6.00 8369.08 

8370.50 
8373.62 

8370.00 h 10.0 8382.36 
8382.56 
8383.00 

”  _  

1 s55 8562.68 
IIS 8568.59 
ST28 8568.60 
5S3s 8570.50 f 3.50 8574.62 
C3 8577.46 

7452 8585.28 
8589.00 ct 5.00 8594.46 
8582.00 f 6.00 8596.24 

_. - 
6s31 

as25 

22s4 

8% 
ISSS 

oT73 

23s3 

sTs 

7Tlg 

lTS6 

21% 

2Os6 

os33 

3 s40 

2SSl 

8T6 

6T25 

9s22 

7SAh 

8598.40 
8598.47 
8599.27 
8602.59 
8602.59 
8624.69 
8626.95 

8627.00 zt 8.00 8634.93 
8639.18 
8642.79 
8649.99 
8653.08 

8652.50 It 0.40 8655.17 1.02 zt .07 
8656.08 
8656.69 
8657.36 

8682.00 f 6.00 866 1.61 
4S40 8651.50 xt 3.00 8662.79 
~TAA 8661.00 zt 9.00 8663.95 - 
19s7 8671.41 
,oS21 8669.00 zt 4.50 8673.48 
1 sS6 8678.47 

4.361 
4.598 34 
7.044 34 
1.840 34 
4.696 
4.191 34 
3.976 34 
3.952 34 
1.747 34 
2.350 M 
1.291 34 
4.211 34 
7.603 
2.560 34 
8.232 
1.571 34 
2.968 34 
4.332 
7.507 
4.293 34 
6.150 34 
4.691 
7.063 
5.153 34 
3.876 34 
4.963 
4.97s 
4.377 34 
8.254 
4.609 34 
3.686 
5.004 
4.974 
7.659 
4.020 
4.218 
4.218 34 
4.973 
11.454 I 
3.975 34 
4.205 34 
4.877 
4.970 
2.423 
7.499 
2.605 
4.967 
4.685 
7.081 34 
4.429 
4.644 
8.275 
2.360 M 
1.185 34 
4.964 
4.309 
11.248 I 
6.173 34 
4.335 34 
5.200 34 
10.411 I 
2.922 34 
7.713 
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TABLE 1. continued 
Mode fobs 

PHZ 
fF’$M @bs 9PREM rdb Mode f obs fPREM qobs QPREM ref. 

PHZ PHZ 

,?S,n 8689.50 f 4.00 8691.79 2.225 34 IIT11 9017.75 4.900 ._ ._ 
BP 8692.62 

2os7 8706.24 
oT74 8712.37 
3T38 8697.00* 8.00 8715.17 
AT?? 8718.00 f 4.50 8721.15 I_ 
7s29 

llS20 

5S36 

ST8 

14513 

16&l 

7fiO 

OS84 

18S9 

8722.02 
8715.00 f 10.0 8726.69 
8726.50 f 3.50 8732.50 

8734.26 
8724.50 f 4.00 8734.78 
8729.00 I!T 5.00 8736.47 

8740.5 1 
8743.27 

8735.00 f 7.00 8747.40 
1p57 8740.00 f 10.0 8748.74 

15s13 8749.54 
5T29 8751.14 

,3s16 8746.00 3~ 5.00 8752.25 
~S26 8760.00 f 9.00 8756.06 
6s32 8755.00 f 5.00 8761.80 
sT9 8780.96 

l&7 8793.72 
Id%7 8797.85 
. ,  1  

2T45 8785.00* 6.00 8803.22 
2s47 8806.64 

17&o 8817.00 
3S41 8816.50 f 2.50 8819.77 
07% 8822.15 
6T26 8831.46 
UT10 8832.70 

18&O 8836.23 
Il.!%4 8836.60 1 -_ 
21S6 8848.57 f 0.71 8850.77 1.60 f .20 
7T21 8859.08 
l T58 885 1 .OO f 9.00 8862.38 
1oS22 8868.00 f 7.00 8868.46 
4s41 8869.34 
3T39 8858.00 f 8.00 8871.12 
4T34 8873.00 f 6.00 8887.20 
RTII 8889.44 
631 8882.50 + 2.00 8890.43 

l l&l 8904.37 
Is58 8908.46 
7530 8909.23 
8s27 8912.00 f 6.00 8919.60 
6533 8929.00 f 6.00 8929.44 
OS86 8955.00 318.00 8929.99 
5T30 8930.17 
OTT6 8931.93 

12’%7 

2T46 

23s4 

17Sll 

16512 

2s48 

8Tl2 

1T59 

3s42 

7T22 

14514 

22% 

6T21 

8929.00 f 5.00 8933.91 
8932.00 f 7.00 8941.43 
8934.36 zt 0.70 8941.57 1.34 f .15 

8942.70 
8944.33 

8955.00 f 10.0 8950.86 
8951.13 
8975.87 

8966.50 f 2.50 8976.05 
8982.76 

8978.00 zt 6.00 8985.12 
9005.25 
9011.09 

4.959 
5.731 
7.489 
4.422 34 
4.395 34 
3.870 
3.927 34 
4.237 34 
4.953 
2.097 34 
1.816 34 
4.677 
8.296 
4.299 34 
7.097 34 
11.679 I 
4.257 
2.313 34 
4.191 34 
3.991 34 
4.946 
7.765 
3.536 
5.250 34 
6.196 
11.146 I 
4.400 34 
7.480 
4.290 
4.937 
4.985 
8.315 
1.351 34 
4.665 
7.112 34 
3.417 34 
2.348 M 
4.637 34 
4.416 34 
4.927 
4.250 34 
3.606 
7.816 
3.870 
4.170 34 
4.000 34 
8.333 d 
4.298 
7.471 
2.612 34 
5.303 34 
1.235 34 
3.946 
3.522 
6.218 34 
4.914 
7.125 
4.455 34 
4.650 
3.019 34 
11.708 I 
4.277 

IS59 9022.73 
25S2 9026.51 f 0.69 9022.91 1.22% .I1 
OS87 9023.43 
3T40 9020.00 zt 10.0 9026.32 
9523 9030.75 
lo&3 9025.00 3~ 10.0 9038.42 
0% 9050.00 & 8.00 9041.69 _ 
19S9 9038.OOf 8.00 9047.16 
$38 9035.50 f4.50 9048.53 
4T35 9050.00 f 5.00 9052.02 
lOS0 9056.12 
l3S17 9055.50 f 4.00 9063.12 
2T47 9069.00 f 8.00 9078.56 
4542 9085.50 
8s28 9086.85 
ITa 9083.00f9.00 9089.22 
8Tl4 9089.28 
2S49 9093.00 f 9.00 9094.25 
,S31 9107.00 f 8.00 9095.12 

16sl3 9095.71 
h&d 9100.00 f lo.0 9097.31 _ _. 
5T31 9105.98 
IIS22 9101.50f4.50 9111.59 
7T71 9111.72 __ 
OS88 9116.92 
3S43 9120.50 f 2.00 9131.62 
l&O 9136.57 

12518 9145.99 
17S12 9146.00 f 5.00 9151.28 
n%7 9151.46 _ ._ 
ST15 

14s15 

2ls7 

3T41 

6T28 

s&4 

lT61 

5s39 

OS89 

2q8 

4136 

2453 

2s50 

7T24 

RTM 

9165.71 
9168.47 

9167.79 f 0.53 9173.79 1.58 f .20 
9166.00 zk 8.00 9180.76 

9194.29 
9175.00 f 10.0 9196.93 
9197.00 ic 8.00 9202.44 
9195.00 f 4.50 9206.92 

92 10.47 
9204.00 2~ 8.00 9214.61 
9210.00 f 8.00 9215.65 

9218.64 
9236.83 
9246.21 
9247.01 _ ._ 

Is61 9250.01 
,&XI 9258.00 zt 9.00 9257.65 _ -_ 
oT79 

20% 

6s35 

15514 

5132 

7s32 

3s44 

23 s5 

4s43 

o&l 

16sl4 

I Tm 

9261.21 
9262.17 
9265.32 
9270.16 
9279.00 
9279.63 

9275.00 f 3.50 9286.52 
9289.53 zt 0.30 9289.58 1.12 f .17 

9301.61 
9304.07 
9304.36 

9307.00 f 7.00 9315.53 __ 
12S19 9341.00 zt 8.00 9329.10 
8Tl7 9333.20 
3T42 9323.00 * 8.00 9334.44 

7.864 
1.269 34 
8.350 
4.653 34 
11.255 I 
3.756 34 
7.461 d 
1.632 34 
4.258 34 
4.438 34 
1.206 
2.083 34 
5.359 34 
2.346 M 
4.143 
7.137 34 
4.882 
6.239 34 
3.875 34 
3.627 
4.004 34 
4.337 
3.153 34 
4.629 
8.365 
4.510 34 
7.911 
3.073 
2.163 34 
7.45 1 
4.862 
3.598 
1.250 34 
4.670 34 
4.271 
3.929 34 
7.148 34 
4.259 34 
8.380 
5.416 34 
4.462 34 
10.287 I 
6.261 
4.601 
4.839 
7.955 
4.114 34 
7.441 
11.298 I 
4.006 
11.706 I 
4.372 
3.882 
4.564 34 
1.112 34 
2.345 M 
8.394 
2.698 
7.157 34 
3.469 34 
4.813 
4.688 34 
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TABLE 1. continued 
Mode foba fF’$“H”z q:bs 4PREM refb Mode f obs gob.7 PPREM ref. 

PHZ W 

14S16 9337.18 3.543 9T4 962 1.48 4.773 
11 s71 9333.00 * 5.00 9341 .lO 2.863 34 ~TM 9615.00 rk 7.00 9639.58 

1 .  _ I  

2T49 9333.00 zt 8.00 9349.55 
95125 9351.55 

l9S,O 9343.00 f 5.00 9357.39 
ls62 9363.08 
26S1 9364.82 
5S4,, 9353.50 f 3.00 9365.67 
OTXO 9370.95 __ 

]3s,8 9366.00 zt 6.00 937 1.79 
ATW 9390.00 f 7.00 9378.12 .,. 
2s51 

6%9 

18Sll 

7% 
OS91 

lOs24 

8G8 

25s3 

IT63 

8s30 

6s36 

l7Sl1 

9378.59 
9379.50 
9384.3 1 
9386.54 
9397.73 
9404.05 
9424.29 
9424.61 

9420.00 41 10.0 9428.51 
9413.00 f 9.00 9431.74 
9420.00 f 6.00 9433.35 
9430.00 3~ 6.00 9435.93 

3S45 9424.00 zt 4.50 9440.80 
5T33 9449.69 
7S33 9464.00 f 9.00 9462.76 
Is63 9475.81 

OT81 9480.69 
2T50 9475.00 f 10.0 9483.40 
27Sl 9484.00 f 0.50 9485.84 1.35 zt .24 
3T43 9472.ob * 7.00 9487.38 
OS92 949 1.43 
12S20 9486.00 f 9.00 9493.18 
2l Ss 9489.93 f 1.20 9496.96 1 SO f .09 
d&n 9502.00 31 8.00 9505.55 

I  - 1  

4% 9517.68 
2S52 9538.00 f 8.00 9519.52 
8T19 9520.30 
5S41 9512.50 zt 4.50 9524.84 

I4‘%7 9526.65 
7T26 9533.08 
4Ga 9539.49 
1T64 9539.00 f 8.00 9541.38 
6T30 9565.17 
9T 9577.68 

11 S24 9576.50 f 4.50 9578.38 
28% 9579.07 
OS93 9585.19 
26s2 9586.48 
ST2 9587.42 

I‘%4 9588.23 
oTs2 9590.42 
3&j 9575.50 f 4.50 9594.48 
15S15 9599.00 z!z 7.00 9597.78 
~jSj7 9597.50 f 6.50 9601.27 
9T3 9602.02 

22s6 9603.76 
26s3 9604.98 
gS31 9596.00 + 8.00 9608.74 
2454 9615.50 
2T51 9615.00 f 10.0 9616.16 
5T34 9618.51 
~7’20 962 I .27 

5.475 34 
4.017 
1.479 34 
7.997 
11.554 I 
4.256 34 
7.430 
2.038 34 
4.485 34 
6.282 
4.272 
11.660 I 
4.564 
8.407 
11.263 I 
4.783 
2.646 
7.166 34 
4.083 34 
4.005 34 
1.804 34 
4.618 34 
4.402 
3.890 34 
8.038 
7.420 
5.536 34 
1.542 34 
4.706 34 
8.418 
3.724 34 
1.497 34 
4.063 34 
2.344 M 
6.304 34 
4.749 
4.249 34 
3.162 
4.519 
4.509 
7.174 34 
4.279 
4.792 
2.757 34 
4.744 
8.429 
4.754 
4.788 
8.077 
7.409 
4.672 34 
2.004 34 
4.005 34 
4.781 
6.315 
4.727 
4.052 34 
4.537 
5.598 34 
4.426 
4.712 

” 
7s34 

9% 

23s6 

12SZl 

2455 

19&I 

lr65 

2s53 
4577 

9651.00 f 5.00 9644.54 
9645.80 
9646.41 

9646.00 f 7.00 9647.81 
9647.92 
9653.75 

9648.00 zk 4.00 9654.15 
9659.62 
9660.38 

,  I I  

13S,9 9668.00 f 7.00 9671.80 
9% 9674.96 
OS94 9678.99 
j&2 9666.00 f 3.00 9684.42 
7T27 9686.26 
4T39 9679.00 zt 9.00 9699.82 
oTs3 9700.14 
24& 9700.17 
IS65 9700.36 
4T7 9708.96 

,;S;, 9705.00 zt 6.00 9709.08 
22s7 9716.00 
8T21 9727.24 
4545 9733.71 
3S47 9729.00 f 6.00 9747.60 
9q 9747.78 
2T52 9745.00 f 10.0 9747.83 - _- 

,4$8 9725.00 z!z 10.0 9748.85 
25s4 9749.46 
6T31 9750.03 
lT66 9766.83 
22S8 9766.99 
6s3S 

OS95 

lOS25 

5135 

16s15 

8532 

2Os9 

3% 
9T9 

7 S4A 

9768.94 
9772.85 
9777.27 
9785.86 
9786.62 
9788.23 

9810.00 zt 10.0 9790.64 
9782.00 f 9.00 9791.08 

979 1.40 
9820.00 xt 10.0 9798.87 - _. 

12522 9799.02 
OT84 9809.85 
IS66 9812.22 
llS25 9811.00*5.00 9814.25 
9S2R 9816.78 
7S35 9827.00 f 9.00 9824.99 
2ls9 9828.72 
R% 9838.26 
9Tlo 9839.82 
5S43 9826.00 It 7.00 9844.43 
7T28 9846.40 
4T40 9859.20 
27S2 9869.31 zk 1.00 9865.33 1.32 zk .lO 
OS96 9866.75 
22s9 9871.01 
7T51 9878.43 - -. 
lT67 9879.42 
IlSO 9887.92 
9T11 9893.01 

18&2 9894.79 

41723 34 
3.899 34 
4.762 
7.094 I 
3.867 34 
4.675 
1.872 
7.180 34 
6.326 
4.088 
2.054 34 
4.750 
8.438 
4.239 34 
4.465 
4.530 34 
7.398 
4.089 
8.113 
4.735 
2.165 34 
4.489 
4.67 1 
2.343 M 
4.724 34 
4.719 
5.661 34 
2.707 34 
3.347 
4.287 
7.187 
4.488 
4.004 
8.447 
11.271 I 
4.443 
11.714 I 
4.023 
3.485 34 
4.741 34 
4.700 
6.348 34 
3.939 
7.387 
8.148 
2.769 34 
4.100 
3.908 34 
4.309 
4.626 
4.680 
4.227 34 
4.402 
4.550 
1.266 34 
8.455 
9.425 I 
5.725 
7.192 
1.202 
4.658 
2.975 
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Mode .fOb,S 
PHZ 

G,s 

TABLE 1. continued 
PPREM ref.” Mode hbn .fPREM %l,,,bs qPREAf ref. 

PHZ PHZ 
2OSlO 9900.15 4.259 4s46 9949.7 1 2.343 M 
3S48 9877.00 + 6.00 9900.17 4.775 34 12s23 9950.43 3.965 
26s4 9910.84 9.693 I 9q2 9950.95 4.634 
OT@ 9930.00 i 10.0 9919.55 7.376 d 5736 9952.11 4.453 
Is67 9923.84 8.182 8T23 9954.41 4.579 

IS'%6 9926.89 1.857 oSg7 9998.00 I'C 10.0 9960.70 8.461 d 
6?i2 9933.27 4.293 13s20 9961.02 2.114 
6s39 9936.22 4.004 8s33 9969.78 3.997 
2% 9937.26 6.372 9s29 9975.13 4.106 

17Sl5 9938.07 2.835 23s7 9983.94 1.497 
X7-46 9926.00 i 7.00 9941.90 4.758 34 IT68 999 I .93 7.197 

l9sl2 9945.85 11.627 I l4Sl9 9994.6 1 2.461 

a) q F 1000/Q; b) Reference number or mode type; c) Coriolis or second order rotation correction applied. 
d) Preliminary estimates from surface-wave dispersion (see text) 
I denotes a mode a mode whose energy is trapped within the inner core or on the inner-core boundary (unlikely to be observed). 
M denotes a Stoneley mode trapped on the core-mantle boundary (unlikely to be observed). 

0.6 0.7 0.8 0.9 1.0 

01 
0.6 0.7 0.8 0.9 1.0 

8 ,’ / I I , I 
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6- 
(4 8 T 3 
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0.7 0.8 0.9 1.0 
Normalrzed Radius (Mantle only) 

Fig. 5. Shear-energy density as a function of radius 
in the mantle (R = 1 is the surface). The energy has 
been normalized so that the total potential energy of the 
mode is unity. Panel (a) is a fundamental toroidal mode 
demonstrating how surface-wave equivalent modes have 
their sensitivity concentrated near the surface of the Earth. 
Panel (b) is a “mantle S-equivalent” mode - the tum- 
ing point is at about R = 0.85. Panel (c) is an “ScS- 
equivalent” mode which is oscillatory throughout the man- 
tle. 

modes in the upper left triangle of Figure 4 are like this and, 
when added together using equation (l), make a seismo- 
gram which corresponds to the body wave arrival ScS and 
its multiples. Such modes are called “ScS-equivalent”. 
Adding all the modes together gives a complete seismo- 
gram. 

A similar analysis can be carried out for spheroidal 
modes and Figure 6 shows the elastic compressional and 
shear energy densities for a variety of modes. Since 
spheroidal modes are not confined to the mantle, it is now 
possible to get modes which are interface waves trapped 
at the core mantle boundary and the inner core bound- 
ary. Such modes are called Stoneley modes. Fundamental 
spheroidal modes are the free-surface equivalent of these 
and are called surface-wave equivalent modes (Rayleigh 
waves). Other modes are considered to be equivalent to 
various kinds of body waves depending upon the location 
of their turning points and the distributions of compres- 
sional and shear energy. It is the great variety of ways in 
which free oscillations sample the Earth that makes them 
extremely powerful at constraining the structure of the 
Earth. 

Returning to Figure 3, the clear large-amplitude peaks 
which are roughly evenly spaced in frequency about 0.1 
mHz apart are fundamental spheroidal modes which com- 
prise the large amplitude surface waves in the time domain. 
Figure 3 is typical for the spectrum of a shallow event. 
By way of contrast, Figure 7 shows the spectrum of the 
Payson recording of the deep 1970 Columbian earthquake 
which, because of the absence of fundamental modes, is 
completely dominated by overtones. Each peak in Figure 
3 and 7 is actually a multiplet composed of 2e + 1 sin- 
glets. The singlets are too close together to be resolved 
since they are broadened by attenuation and finite record 
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Fig. 6. Shear-energy density (solid line) and compres- 
sional energy density (dashed line) for selected spheroidal 
modes. Panel (a) is a surface-wave equivalent mode, panel 
(b) is a mantle S-equivalent mode, panel (c) is a PKP- 
equivalent mode, and panel (d) is a PKIKP-equivalent 
mode. Note that the inner-core boundary is at a normal- 
ized radius of 0.19 and the core-mantle boundary is at a 
normalized radius of 0.55. 

length effects. This is not always the case, particularly if 
we choose low !?, high Q multiplets since there are then 
only a few narrow peaks. Very-low frequency modes are 
also resolvably split because of their strong sensitivity to 
the rotation of the Earth (Figure 8). 

A traditional way of measuring mode frequencies in- 
volves simply picking the peak of the Fourier amplitude 
spectrum. This can lead to bias if there are nearby interfer- 
ing modes and also gives no estimate of error. Similarly, 
the traditional way of measuring attenuation is to perform 
a “time lapse” analysis where the amplitude of a mode is 
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Fig. 7. Linear amplitude spectrum of 67 hours of record- 
ing of the large 1970 Colombian earthquake (depth 650 
km) made by a modified LaCoste gravimeter sited at 
Payson, Arizona. This event was too deep to excite large 
surface waves so the spectrum is very different from that 
of Figure 3. Nearly all peaks are overtone modes of oscil- 
lation some of which (e.g., i r Sr ) have not been strongly 
excited since. 

0.5 0.6 0.7 

Frequency [mHz] 

Fig. 8. A spectrum of 150 hours of recording of the 
1977 Sumbawa earthquake (the largest earthquake to be 
digitally recorded since 1975) at station BDF (Brazilia). 
The very-low frequency part of the spectrum is shown 
illustrating that the multiplets are now visibly split into 
multiple peaks. In this frequency band, the “splitting” is 
dominantly due to the rotation of the Earth. The multiplets 
I 5’3 and $1 overlap in frequency. 
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measured from the spectra of successive time windows and 
attenuation is estimated from the resulting amplitude de- 
cay. It turns out that this method is also biased if there are 
nearby modes and is an inefficient estimator (in a statistical 
sense) of the attenuation rate. Several methods which can 
simultaneously estimate the properties of closely spaced 
modes have been developed [21, 5, 171. An example of 
simple least-squares fitting of a resonance function to the 
observed spectrum using an iterative technique is shown 
in Figure 9 where the original amplitude spectrum around 
a mode of interest is shown along with a residual spec- 
trum after removal of the best-fitting resonance function. 
An alternative technique based upon the autoregressive 
character of equation (1) allows determination of a mode 
frequency and decay rate in a single step. 

Most of the Q measurements given in Table 1 are the 
means of many hundreds of mode measurements. The 
reason that we must use many measurements to get an 
accurate estimate of the mean attenuation rate is that the 
spectral width of a multiplet is greatly influenced by the 
interference between singlets within that multiplet due to 
the splitting caused by 3-dimensional structure. The val- 
ues in Table 1 are based on the assumption that the mean 
width of the multiplet is related to the attenuation rate 
that the multiplet would have if it were not split. There is 
some theoretical justification for this [7] and it seems to be 
supported by experiments with synthetic data [8] though 
there is still some controversy as to whether the resulting 
Q values are unbiased [IO]. 

Most of the techniques discussed above are capable of 
simultaneous estimation of the properties of more than 
one mode from a single recording. This is useful but there 
are often severe tradeoffs when multi-mode estimation is 
attempted. To circumvent this, we often add records to- 
gether in various ways to enhance a particular mode of 
interest. Consider equation (1) but now written in the fre- 
quency domain as 

I- c 

where akj is a complex number with 

Al, = jakjj 
Im(akj) and $k = tan-’ ~ [ 1 Re(ak, > 

and Ck(w> is the spectrum of a decaying cosinusoid. We 
have used the j index to indicate that this recording is 
for the j’th source-receiver pair. Suppose we have many 
recordings of a multiplet at a particular frequency w and 
suppose we can estimate the initial amplitude and phase 

4.08 4.1 1 4.14 

Frequency (mHz) 

Fig. 9. A close-up of the spectrum shown in Figure 7 
around the mode 4S’u. The dashed line shows the residual 
after the best-fitting resonance function has been fit to the 
data. This process gives a center frequency of 4.1062 mHz 
and a Q value of 1210. 

of the Ic’th mode (Akj, 4lcj) based on a model of the source 
mechanism. We can then use the equation to estimate the 
resonance function of the k’th mode at frequency w: 

C(w) = aC’u(w) (4) 

Solving this system at a number of frequencies in a narrow 
frequency band encompassing several modes allows the 
resonance function of those modes to be estimated (Figure 
10). The properties of those modes (e.g. center frequency 
and decay rate) can then be determined from the recovered 
resonance functions. This technique, called “stripping” 
by Gilbert and Dziewonski [ 161, can be applied to isolate 
singlets within multiplets as well as to isolate multiplets 
from other multiplets. Most of the multiplet frequencies 
given in Table 1 were measured from strips of several 
thousands of recordings. 
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Fig. 10. The results of multiplet stripping in a small fre- 
quency band which includes the fundamental spheroidal 
modes uS27 and uS2s. The target multiple& are (front to 
back) G’I.~, sss, OS273 O&8, 3s14, 4s9 and 0829. Note 
that overtones such as sSi4 are clearly separated from the 
highly excited fundamental modes. 

3. MODE SPLITTING AND COUPLING 

A theoretical treatment of mode splitting and coupling 
is beyond the scope of this paper but this section tries to 
give a flavor of the effects upon the observations and, in 
particular, how they can bias degenerate frequency esti- 
mates. 

For many purposes, coupling between multiplets is suf- 
ficiently weak to be neglected and we can consider the 
mode to be “isolated”. We divide the splitting of isolated 
multiplets up into two categories: 1) resolvably split mul- 
tiplets where we can attempt to isolate individual singlets 
of a multiplet and 2) unresolvably split multiplets where it 
is not possible to analyze individual singlets but the spec- 
trum of a multiplet varies in a systematic way depending 
upon source/receiver orientation. All fundamental modes 
above about e = 10 fall in the latter category since there arc 
so many broad singlets in the multiplet which completely 
overlap in the frequency domain. Inspection of several 
recordings of an unresolvably split multiplet reveals that 
the multiplet looks like a single resonance function but 
the peak appears to move around. Theoretical work in 
the late 70’s showed that the phenomenon is a result of 
interference between the singlets within the multiplet and 
that the apparent peak frequency is dominantly a function 
of the structure underlying the great circle joining source 

and receiver. Thus, the spectral peak of a multiplet for 
a fast great-circle path is at an apparently high frequency 
while a slow great-circle path produces a low frequency 
peak. In the limit that the wavelength of the structure is 
much longer than the wavelength of the multiplet, Jordan 
[ 181 showed that the observed peak shift is given by: 

SW = c P,(O) c ct,Y,(O, a) (5) 
s t 

where the ct are the so-called “structure coefficients” and 
the Yi are spherical harmonics defined in equation (12). 
0 and @ are the colatitude and longitude of the pole of 
the great circle joining the source and receiver. Plotting 
the peak shift of a multiplet for many different record- 
ings at the appropriate great-circle pole positions reveals 
a large-scale pattern [22] which is dominated by structure 
of harmonic degree 2 (Figure 11). 

The structure coefficients are simply related to 3- 
dimensional structure. In particular, if 3-dimensional 
structure is expanded as 

where 

and m is the spherically averaged model then the structure 
coefficients are related to the model expansion coefficients 
by an equation of the form: 

a 
Ct = 

3 J M,(?-)sm~(r)r2dr (7) 
0 

(See Woodhouse and Dahlen [39] for the form of the inte- 
gral kernels Ms.) Clearly, observations of peak shifts can 
be used to determine structure coefficients which in turn 
can be inverted for the 3-dimensional structure expansion 
coefficients [e.g., 331. Unfortunately, multiplet peak shift 
data can constrain only the even degree (s = 2,4,6...) 
part of the structure. This is because the mode spectrum 
includes many orbits of surface waves and such data effec- 
tively average out the odd-degree part of the 3-dimensional 
structure. Using equation (5) to find structure coefficients 
which lit the observed peak shifts also results in refined 
estimates of the degenerate frequency and it is these fre- 
quencies which are given in Table 1 when available. 

One final comment about Table 1 is necessary. Explicit 
accounting for the effects of 3-dimensional structure as in 
the studies described above can lead to extremely precise 
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Fig. I I. Fundamental mode peak shifts for the mode oS23 from Smith and Masters [33]. The symbols 
are plotted at the pole of the great circle joining the source and the receiver locations. Plus symbols (+) 
indicate an anomalously high frequency corresponding to a fast great-circle path on average. Converseley 
diamonds (0) plot at the poles of slow great-circle paths. The size of the symbols reflects the magnitude 
of the frequency shift which varies by flObHz. Note the coherent degree 2 pattern which is caused by 
3D-structure in the upper mantle and transition zone. 

mean frequency estimates for a multiplet but it is not al- 
ways true that this is a reliable estimate of the degenerate 
frequency of the multiplet. The reason is that coupling 
of one mode to another through rotation or 3-dimensional 
structure can lead to an effective shifting of the mean fre- 
quency. A clear example of mode-coupling is the coupling 
of toroidal fundamental modes to spheroidal fundamental 
modes in the frequency band 1.8 - 3.3 mHz by the Corio- 
lis force [23]. In this case, the shift of the apparent mode 
frequency can be computed and the data in Table 1 have 
been corrected for this effect. 

4. SUMMARY 

Table 1 represents our latest compilation of reliable de- 
generate frequency estimates. One single method cannot 
give accurate degenerate frequencies for all modes and, in 
fact, we have used four methods of degenerate frequency 
estimation: 

1) Histogram analysis of peak-frequency measurements 

from single recordings. The measurements must be 
corrected for the signal from 3-dimensional structure 
[31, 21, 29,28, 8,33, 32, 301. 

2) Multiple-record analysis to isolate the individual sin- 
glets of a multiplet so that a reliable mean can be esti- 
mated [4, 26, 36, 391. 

3) Fitting of the spectra of split multiplets including the 
effects of aspherical structure as well as a perturbation 
to the degenerate frequency [ 14,15,26, 27, 20, 36, 391. 

4) Multiple-record analysis ignoring 3-dimensiona! struc- 
ture [ 16, 341. 
Many of our measurements have been determined using 

more than one of these techniques allowing some sources 
of bias to be estimated. Slightly over 600 mode frequen- 
cies are listed which is significantly less than the 1064 fre- 
quencies reported by Gilbert and Dziewonski [ 161. Some 
of the high-frequency fundamental toroidal and spheroidal 
measurements are absent from the current list since pre- 
cise mean values from a global study are not yet avail- 
able. Several research groups are actively studying global 
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surface-wave dispersion and we give some preliminary 
values based on the results of Wong [38] and unpublished 
results of Dr J-P. Montagner and of Dr. G. Laske. Also 
missing are degenerate frequency estimates for some high 
Q, low-! modes which were originally identified using a 
simple histogram analysis [ 12, 131. Strong splitting of 
such modes is very common and great care must be taken 
to get unbiased degenerate frequency estimates. It will 
probably take another earthquake like the 1970 Columbian 
event before we have the recordings to significantly expand 
the dataset. 

5. APPENDIX 

This appendix describes some basic theoretical results 
- a more complete treatment can be found in Lapwood 
and Usami [ 191. 

Since departures from spherical symmetry are small 
(particularly in the deep Earth), it is useful to consider an 
approximate Earth model which is spherically symmetric, 
non-rotating, and elastically isotropic. Departures from 
this state (i.e. anelasticity, anisotropy, rotation and three- 
dimensional structure) are supposed sufficiently small that 
they can be treated by perturbation theory. The model is 
assumed to be initially quiescent and in a state of hy- 
drostatic equilibrium. The equations governing the small 
oscillations of such a body are given by: 

& = V.T-V(s,pogo)-poV~,+~goV.(pos)+f (8) 

and 

V*$, = -47rGV. (pas) (9) 

Equation (8) is the linearized equation for conservation of 
momentum. po is the unperturbed density and s is the dis- 
placement field. The acceleration due to gravity is given 
by g(r) = -?go(r), T is the elastic stress tensor and f is a 
body force density used to represent the earthquake source 
(f = 0 when the Earth is in free oscillation). Since the mo- 
tion of the earth causes a disturbance of the gravitational 
potential which in turn affects the motion, we must also 
solve Poisson’s equation (equation 9) where $1 is the per- 
turbation in the gravitational potential associated with the 
motion. Considering the linearized the momentum equa- 
tion, the force densities contributing to the acceleration 
of material at a fixed point in space are respectively: 1) 
elastic forces caused by the deformation of the body, 2) 
motion of material in the initial stress field, 3) forces due 

to the change in gravitational potential, and 4) forces due 
to motion within the initial gravitational field. 

We seek solutions to equation 8 and 9 which satisfy cer- 
tain boundary conditions on the displacement field and the 
tractions acting on interfaces (the traction acting on a sur- 
face with normal fi is T.ii). In particular, the displacement 
field must be continuous everywhere except at a fluid-solid 
boundary where slip is allowed. The tractions on horizon- 
tal surfaces must be continuous at all interfaces and must 
vanish at the free surface. The usual way to proceed is to 
use separation of variables and expand the displacement 
field in vector spherical harmonics. We recognize that 
there may be more than one solution to equation 8 and 9 
and designate the k’th solution by sk where: 

Sk=PkU+V,kv-?x(v,kW) (10) 

VI = && + 3 cosec 084 is the horizontal gradient operator 
and klJ, kV and kW are scalar functions of position. We 
now expand kU, kV and kW in ordinary spherical har- 
monics as well as &k. Each of these functions have an 
expansion of the form 

where the k;“(B, 4) are fully normalized spherical har- 
monics: 

1 
k;“(O, 4) = (- 1)” 

i 
T s * Plm( cos B)ei”d 

.I 
(12) 

and the Plm are associated Legendre functions. 
To proceed, we adopt a constitutive relation for the ma- 

terial to relate T to the deformation of the body. In the 
simplest case, a perfectly elastic relation is adopted (the 
weak attenuation being amenable to treatment by pertur- 
bation theory) and T = C : e where E is the strain tensol 
and C is a fourth-order tensor of elastic moduli. In com- 
ponent form, the constitutive relation is 

where summation over repeated indices is implied. The 
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most general elastic Earth exhibiting spherical symmetry 
is “transversely isotropic” (i.e. seismic velocities in the 
radial direction are different from velocities in the tan- 
gent plane) and is described by five elastic moduli which, 
in Love notation, are: A, C, L, N, and F. An elastically 
isotropic body is described by two elastic moduli: X and 
p where p is known as the shear modulus or rigidity. The 
results for an isotropic body can be recovered from those 
for a transversely isotropic body using the substitutions: 
A=C=X+2p,F=X,andL=N=p. 

Substitution of these forms into equation 8 and 9 results 
in four coupled second-order ordinary differential equa- 
tions governing the radial dependence of the scalars in 
equation 11. (For clarity, we drop the subscripts on U, V, 
W, and Qi so, in the next equation U = kUlm etc.) 

f ($ 2%) -Z(l+l$= 
\ 

- 47~ $(,W + POJ’ 
i 1 

-pow;U = f (CU’ + FF) 

-; [2(F - C)U’ +2(A - N - F)F + Z(1+ I)LX] > 
-PO@: + go ((POW + poq - (Pogou)’ 

-pow;v = -&LX) 

+; [(A - N)F +FU’ + 3LX - y(l+ 2)(Z - 1) 1 
PO% POSOU ---__ 

r r , 
(13) 

-pow$v = &LZ) 

+’ 3LZ- 
r 1 

Y(Z + 2)(1 - 
(14) 

1) 1 
where 

F = 32U - Z(Z + 1)V) 

and a prime denotes radial derivative. Note that the equa- 
tions are dependent upon harmonic degree (e) but are indc- 

pendent of azimuthal order number m. Consider equation 
14. For a chosen harmonic degree and frequency, the so- 
lution to these equations will not necessarily match the 
boundary conditions (notably vanishing of traction at the 
free surface). There are however, discrete frequencies for 
each f? when solutions W(r) can be found which match 
all boundary conditions. Such frequencies are the fre- 
quencies of free toroidal oscillation of the Earth. For a 
particular e, the mode with the lowest frequency of free 
oscillation is labelled &“e, the next highest is tTe and so 
on. The displacement field of the n’th mode JP which 
has frequency ,WC say is proportional to 

for -1 5 m 5 1. This kind of motion is called toroidal be- 
cause it consists of twisting on concentric shells. Toroidal 
motion can be sustained only in a solid so toroidal modes 
are confined to the mantle (another class is confined to the 
inner core but cannot be observed at the surface). Note that 
there is no radial component of motion and no compres- 
sion or dilation so there is no perturbation to the gravita- 
tional field. This is not true for solutions to the other three 
coupled ODES (equation 13). Again there are discrete 
frequencies for a fixed harmonic degree where solutions 
can be found which match all boundary conditions. These 
are the frequencies of free spheroidal motion (sometimes 
called poloidal motion). For a particular e, the mode with 
the lowest frequency of free oscillation is labelled OS’!, the 
next highest is 1st and so on. The displacement field of 
the n’th mode ,Se which has frequency ,we say is propor- 
tional to 

Note that in both equations 15 and 16, for each n and .C 
there are 2[+ 1 modes of oscillation with exactly the same 
frequency (since the governing equations don’t depend 
upon m). This is the phenomenon of degeneracy which 
is a consequence of the assumed symmetry of the Earth 
model. This group of 2e + 1 modes is called a “multiplet” 
while the individual members of the multiplet are called 
“singlets”. Denartures of the Earth from SDherica] svm- 
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metry remove the degeneracy and, in general, each singlet 
within a multiplet will have a slightly different frequency. 

We can also use the results given above to compute the 
elastic energy density of a mode. The total elastic energy 
of a mode is: 

E = 
J 

c* .C : cdl/ (17) 
V 

where the double dots indicate tensor contraction. This 
can be written in terms of the mode scalars as: 

E= 
I[ 

Z(Z+ 1)(1- 1)(1+2$wz+I(Z+ 1)LP 1 r2dr (18) 
for toroidal modes, and 

E= s[ Z(Z + l)(Z - l)(Z + 2$v2 + 1(1 + l)LX2 
(19) 

+2FU’F + (A - N)F2 + CL@] r2 dr 

for spheroidal modes. For an elastically isotropic material, 
we can divide the elastic energy into its shear and com- 

pressional components by substituting the bulk modulus 
EC, for X using the relationship KS = J + 2/3~ yielding 

E= J [ $(I+ I )(l- 1 )(L + 2)w2 + pz(z + I )z2] r2 dr 

(20) 

for toroidal modes, and 

E= I[ $Z(Z + I)(1 - I)(1 + 2)V2 + p&Z + 1)X2 

+$(2U’ - F)2 + K,(U’ + F)‘] r2 dr 
(21) 

for spheroidal modes. The integrands are plotted in Fig- 
ures 5 and 6 for some representative modes of oscillation. 
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Seismic Traveltime Tables 

B.L.N. Kennett 

1. INTRODUCTION 

The location of earthquakes requires a knowledge of 
the traveltimes of observed seismic phases along the 
path from source to receiver. Such traveltimes 
themselves have to be derived from the observations of 
the arrival times of different phases. A collection of 
traveltime tables for the major phases was published by 
Jeffreys and Bullen [4] based on the the method of 
“uniform reduction” - a major advance introduced by 
Jeffreys [3] to deal with discordant readings. 
Subsequently the “1968 Tables for P phases” [2] made 
use of accurate timing information from nuclear 
explosions to help constrain the traveltimes for P waves. 

Recently the “IASPEI 1991 Seismological Tables” [6] 
have been prepared for a wide range of P and S seismic 
phases. This work has been based on the large digital 
database of arrival times prepared by the International 
Seismological Centre since 1964. Kennett and Engdahl 
[5] describe the construction and testing of the radial 
velocity model imp91 from which the traveltimes are 
calculated. 

The upper mantle model for the imp91 model is 
constructed to provide a good summary behaviour for 
the characteristics of the traveltime distribution for P 
and S waves out to 30”. The radial velocity model has a 
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crust and mantle representative of continental regions, 
since the vast majority of seismic stations lie on the 
continents, and includes the major discontinuities near 
410 and 660 km in the upper mantle. The velocity is 
specified by a sequence of linear gradients in radius in 
the upper mantle and a cubic in radius through most of 
the lower mantle (for depths between 760 and 2740 
km). The velocities in the lowermost mantle are taken 
as a linear gradient in radius down to the core-mantle 
boundary. In the core and inner core the velocity 
functions are specified as quadratics in radius. The 
model is tabulated in parametric form in Table 1 and 
illustrated in Figure 1. 

The iasp velocity model is designed to represent 
‘average’, primarily continental, behaviour in the upper 
mantle and so is unlikely to be appropriate for detailed 
studies in any particular region. The constraints on the 
P wave distribution are strong and regional effects, 
although undoubtedly important, still allow the definition 
of a satisfactory summary travel time curve. For S 
waves the situation is more complex, the variations in S 
wave travel times from different regions are much 
larger than for P particularly for distances less than 20”. 
The imp91 model is probably biased slightly towards a 
‘tectonic’ structure for S, but contains no low velocity 
zone since this feature is subject to considerable 
regional variation and is less pronounced beneath 
continents. With the simple form of velocity distribution 
adopted it is possible to generate an S arrival for all 
combinations of depth and epicentral distance. 

For P waves at teleseismic distances, the imp91 tables 
are about 0.7 seconds slower than the 1968 P-tables [3] 

Copyright 1995 by the American Geophysical Union. 126 
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TABLE 1: Parameterised form of iasp model. o( is the P wave velocity, p is the shear velocity. 

Depth Radius 
z WI r WI 

P 
[MS1 

6371 - 5153.9 0 - 1217.1 11.24094 3.56454 
- 4.09689 x2 - 3.45241 x2 

5153.9 - 2889 1217.1 - 3482 10.03904 0 
3.75665 x 

- 13.67046 x2 
2889 - 2740 3482 - 3631 14.49470 8.16616 

- 1.47089 x - 1.58206 x 
2740 - 760 3631 - 5611 25.1486 

- 41.1538 x 
+ 51.9932 x2 
- 26.6083 x3 

760 - 660 5611 - 5711 25.96984 
- 16.93412 x 

660 - 410 5711 - 5961 29.38896 
- 21.40656 x 

410 - 210 5961 - 6161 30.78765 
- 23.25415 x 

210 - 120 6161 - 6251 25.41389 
- 17.69722 x 

12.9303 
- 21.2590 x 
+ 27.8988 x2 
- 14.1080 x3 

20.76890 
- 16.53147 x 

17.70732 
- 13.50652 x 

15.24213 
- 11.08552 x 

5.75020 
- 1.27420 x 

120 - 35 6251 - 6336 8.78541 6.70623 1 
- 0.74953 x - 2248585 x 

35 - 20 6336 - 6351 6.50 3.75 
20 - 0 6351 - 6371 5.80 3.36 

x normal&d radius r/a (a = 6371 km) 

and on average about 1.8 seconds faster than the 
Jeffreys & Bullen [4] tables. For S waves the 
teleseismic times lie between those of the JB tables and 
the results of Randall [7]. Because the times for all 
phases are derived from the same velocity model, there 
is complete consistency between the travel times for 
different branches at different hypocentral depths. 

The effect of three-dimensional structure within the 
earth is to produce detectable differences in the travel 
times of P and S waves on different paths compared 
with the tables. The r.m.s. error would be about 1.3 s 
for P and 4 s for S. The differences in travel times for 
different source-receiver combinations can be used to 
build up three-dimensional models of the velocity 
structure within the earth (see e.g. Inoue et al [S]). 

2. CALCULATION SCHEMES FOR GENERATING 
TRAVELTIMES 

2.1 Interpolation 
For the attached tables of traveltimes for surface 

sources derived from the imp91 model, a convenient 
and accurate interpolation formula exploits the tabulated 
slownesses. When the epicentral distance A is bracketed 
by tabulated values at AI and A*, the travel time can be 
found from 

T(A) = ‘h[T1 + I’-*] + %[(A-Al)p, + (A-A2)p21 

+ (1/4)[(A-A,)2+(A-A~)21@2-~1)/(A2-A1) (1) 

The subscripts for the times T and slowness p refer to 
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P,a 
6371 ’ 2 4 6 8 12 14 
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, \ 

1 a 

Fig 1. The radial velocity model iasp91, a is the P 
wave velocity, p is the shear velocity. 

the appropriate epicentral distances. With the relatively 
close 1 degree tabulation in Tables 2, 3 the only 
significant errors (about 0.04 s) arise for the branches 
associated with the upper mantle transition zone where 
the slowness can be discontinuous between successive 
tabulated values. 

Traveltimes and slownesses for sources at different 
depths are represented in Figures 3-8. Comprehensive 
tables for the Iasp model, including multiple source 
depths are presented in the “IASPEI 1991 Seismological 
Tables” [6]. 

2.2 Tau spline calculations 
The calculation scheme adopted to generate the 

traveltime tables and charts for the imp91 model is that 
proposed by Buland & Chapman [I]. Tables of delay 
time 7 as a function of slowness are stored and 
interpolated using a specially designed tau-spline system 
which takes care of square-root singularities in the 
derivatives of the travel times curves at certain critical 
slownesses. With this representation it is straightforward 
to find the travel time explicitly for a given epicentral 

distance once the depth is specified. 
For slowness (ray parameter) p, the delay time 

z@> = T@)-p A@), (2) 

in terms of the traveltime T(p) and distance A@), To 
find the traveltime for a particular distance 6, it is 
convenient to introduce the theta function 

e@,S> = ~‘@)+p6 = T(p)-p[6-A(p)]. (31 

The stationary points of e@ ,6) as a function of slowness 
p correspond to geometrical arrivals at the distance 6, 
i.e. 

afxP,Q -0 
ap Ps- ’ 

when 6 = A@&>. (4) 

This property is exploited by Buland & Chapman [l], 
who introduce a novel form of spline representation for 
the r(p) behaviour of a traveltime branch to take care of 
the square root singularity in the derivatives of Q) at 
the highest slowness along the branch. The traveltime 
can then be found for distance 6 by solving a quadratic 
for the geometric slowness pi and then using the delay 
time for that slowness: 

T(x) = G~s)+Ps~. (5) 

This process has the advantage of yielding traveltime as 
an explicit function of range. 

The first stage in the construction of the requisite Q) 
tables is a discretization of the slowness domain and 
also the establishment of a set of depths between which 
the 2 integrals over the velocity model will be 
calculated. It is convenient to sample the model at the 
discrete slowness grid used in the representation of the r 
branches. The slownesses just above and below each 
first order discontinuity, and the slowness at any 
discontinuity in velocity gradient or local slowness 
extrema need to be sampled exactly. The discretisation 
between critical points is arranged so that the range for 
the r branch is sampled at approximately equal 
intervals. 

The calculation of the r@) distribution along each 
branch is carried out by summing the analytic results for 
segments of the model represented as linear slowness 
gradients. The z values for a surface source are 
calculated for the full range of ray parameters, and also 
the T-segments for upgoing waves for a range of source 
depths down to 760 km. The surface z results are 
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organised into mantle, core and inner core contributions. 
The full range of upgoing, downgoing and surface 
reflected phases can then be assembled by suitable 
addition and subtraction of segments of the ray paths. 
For an arbitrary source depth, the corrections to the 7 
values for the nearest standard source depths can be 
readily found and so a precise tau-spline can be 
generated for any depth. 

3. TRAVELTIME TABLES FOR SEISMIC PHASES 

3.1 Convention for Seismological Phases 
The naming convention used to identify the different 

types of seismic phases is based on the division of the 
earth into three major zones: the mantle, outer core, and 
inner core. The nature of the ray path traversed by the 
wave is used to construct the code for the particular 
phase. A compressional wave leg in the mantle is 
denoted by P, and a shear wave leg by S. A 
compressional wave leg in the outer core is indicated by 
K and I is used for compressional waves in the inner 
core. Sample raypaths and codes for the phases 
illustrated in the tables are shown in Figure 2. 

The codes P, S are used for paths which pass once 
through the mantle. Reflection at the free surface is 
indicated by adding another letter depending on the 
nature of the second ray leg to give PP, SS, PS, SP. For 
sources at depth lower case letters are used to indicate 
upward travelling energy from the source. The reflected 
wave which left the source as compressional energy, 
was reflected at the free surface and then propagated as 
P in the mantle is designated by pP, if the initial leg 
was as a shear wave the code would be sP. Waves 
reflected from internal boundaries include a lower case 
letter to indicate the point of reflection, thus PcP is a P 
wave reflected from the core-mantle boundary, and 
SKiKS would be a S wave in the mantle converted to P 
in the core and then reflected from the inner-core 
boundary. Pdiff and Sdiff refer to waves which are 
diffracted around the core before return through the 
mantle. 

The phase PKP corresponds to P waves which enter 
the core and then are refracted back by the velocity 
increase with depth to re-emerge into the mantle at large 
epicentral distance. The reduction of P wave velocity 
on entry into the core leads to refraction towards the 

vertical and a rather complex pattern of travel time 
branches. Individual segments are designated by their 
limit points e.g. PKPab. The waves refracted through 
the inner core (PKIKP) form part of the PKP system and 
are often indicated by PKPdf. Because the P wave 
velocity in the core is higher than the S wave velocity at 
the base of the mantle, the phase SKS overtakes S at 
about 80” epicentral distance. A more detailed 
discussion of the behaviour of different phases can be 
found in seismological texts such as Bullen and Bolt [9]. 

3.2 Traveltime Tables 
The Tables (2, 3) that follow provide a summary of 

the traveltimes and slownesses for a number of 
important seismic phases as a function of epicentral 
distance for a surface focus for the iasp model. These 
are accompanied by charts for surface sources and 
source depths of 300 and 600 km which display the 
travel times and slowness as a function of epicentral 
distance for a wide variety of seismic phases (Figures 
3-8). The slowness values for each phase are shown in 
italics in Tables 2 and 3 with units sldeg. 

The traveltimes in Tables 2 and 3 are appropriate for 
waves with a frequency close to 1 Hz. For lower 
frequency waves a correction needs to be made for the 
frequency dispersion associated with anelastic 
attenuation (see e.g. Aki and Richards [IO]). The 
tabulated times are for a spherical. earth. The actual 
traveltimes between a source and a receiver differ from 
those tabulated due to the ellipticity of the earth. The 
corrections for ellipticity depend on the ray path 
followed by each seismic phase. 

A more comprehensive form of the traveltime tables, 
including times for sources at depth and ellipticity 
correction tables, has been published by the Research 
School of Earth Sciences, Australian National University 
as the “IASPEI 1991 Seismological Tables” and is 
available for purchase from Bibliotech Pty. Ltd., 
Canberra ACT 0200, Australia. 

A convenient set of computer software which allows 
the determination of the traveltimes of many different 
seismic phases for a given depth and epicentral distance 
is available from the National Earthquake Information 
Center, Golden, Colorado. This software makes use of 
the Buland & Chapman [l] tau-spline algorithm to 
provide rapid and accurate access to the traveltimes. 
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Fig 2. Ray paths corresponding to the principal seismic phases 
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TABLE 2. Travel times for principal seismic phases to 124”. 
For each phase the slowness in sldeg is shown in italics. 

A P PP PCP S ss scs SCP SKSac 

deg min s min s min s min s min s min s min s min s 

0.0 

1.0 

2.0 

3.0 

4.0 

5.0 

6.0 

7.0 

8.0 

9.0 

10.0 

11.0 

12.0 

13.0 

14.0 

15.0 

16.0 

17.0 

18.0 

19.0 

20.0 

21.0 

22.0 

23.0 

24.0 

0.00 0.00 8 31.28 
19.17 19.17 0.00 

0 19.17 0 19.17 8 31.33 
19.17 19.17 0.10 

0 35.03 0 38.34 8 31.47 
13.75 19.17 0.19 

0 48.78 0 56.30 8 31.71 
13.75 13.75 0.29 

1 02.53 1 10.05 8 32.05 
13.75 13.75 0.38 

1 16.27 1 23.81 8 32.48 
13.74 13.75 0.48 

1 30.01 1 37.56 8 33.01 
13.74 13.75 0.57 

1 43.75 1 51.31 8 33.63 
13.73 13.75 0.67 

1 57.47 2 05.06 8 34.35 
13.72 13.75 0.76 

2 11.19 2 18.80 8 35.16 
13.71 13.75 0.86 

2 24.90 2 32.55 8 36.06 
13.70 13.74 0.95 

2 38.59 2 46.29 8 37.05 
13.69 13.74 1.04 

2 52.27 3 00.03 8 38.14 
13.67 13.74 1.13 

3 05.94 3 13.76 8 39.32 
13.66 13.73 1.22 

3 19.59 3 27.49 8 40.59 
13.64 13.73 1.31 

3 33.23 3 41.22 8 41.95 
13.63 13.73 1.40 

3 46.38 3 54.95 8 43.39 
12.92 13.72 1.49 

3 59.13 4 08.66 8 44.93 
12.58 13.72 1.58 

4 11.58 4 22.38 8 46.54 
12.33 13.71 1.66 

4 23.16 4 36.09 8 48.25 
10.98 13.71 1.75 

4 34.10 4 49.79 8 50.04 
10.90 13.70 1.83 

4 44.95 5 03.49 8 51.91 
10.81 13.69 1.91 

4 55.71 5 17.18 8 53.86 
10.70 13.69 1.99 

5 06.34 5 30.87 8 55.89 
10.57 13.68 2.07 

5 16.31 5 44.54 8 58.00 
9.14 13.67 2.15 

0.00 0.00 
33.09 33.09 

0 33.09 0 33.09 
33.09 33.09 

1 01.73 1 06.19 
24.74 33.09 

1 26.47 1 38.73 
24.73 24.74 

1 51.19 2 03.47 
24.72 24.74 

2 15.90 
24.70 

2 40.59 
24.68 

3 05.26 
24.66 

3 29.91 
24.63 

3 54.52 
24.60 

4 19.10 
24.56 

4 43.64 
24.52 

5 08.14 
24.47 

5 32.59 
24.43 

5 56.99 
24.37 

2 28.20 
24.73 

2 52.94 
24.73 

3 17.66 
24.72 

3 42.38 
24.72 

4 07.10 
24.71 

6 21.33 
24.31 

6 45.62 
24.26 

7 09.86 
24.22 

7 34.06 
24.18 

7 58.22 
24.14 

8 20.86 
20.05 

8 40.80 
19.82 

9 00.49 
19.55 

9 19.14 
16.35 

9 35.41 
16.20 

4 31.80 
24.70 

4 56.50 
24.69 

5 21.19 
24.68 

5 45.87 
24.67 

6 10.53 
24.66 

6 35.18 
24.64 

6 59.82 
24.63 

7 24.44 
24.61 

7 49.05 
24.60 

8 13.64 
24.58 

8 38.21 
24.56 

9 02.76 
24.54 

9 27.29 
24.52 

9 51.80 
24.50 

10 16.28 
24.47 

15 35.57 
0.00 

15 35.66 
0.18 

15 35.93 
0.35 

5 36.37 
0.53 

5 36.99 
0.71 

5 37.79 
0.88 

5 38.76 
1.06 

5 39.90 
1.23 

15 41.22 
1.41 

15 42.72 
1.58 

15 44.38 
1.75 

15 46.22 
1.92 

15 48.22 
2.09 

15 50.40 
2.26 

15 52.74 
2.42 

15 55.24 
2.59 

15 57.91 
2.75 

16 00.73 
2.91 

16 03.72 
3.07 

16 06.86 
3.22 

16 10.16 
3.38 

16 13.61 
3.53 

16 17.22 
3.68 

16 20.97 
3.82 

16 24.86 
3.97 

12 03.43 
0.00 

12 03.49 
0.12 

12 03.68 
0.25 

12 03.99 
0.37 

12 04.42 
0.50 

12 04.98 
0.62 

12 05.66 
0.74 

12 06.47 
0.87 

12 07.40 
0.99 

1 2 08.44 
1.11 

2 09.61 
1.23 

2 10.90 
1.35 

12 12.30 
1.46 

12 13.82 
1.58 

12 15.46 
1.69 

2 17.20 
1.80 

2 19.06 
1.91 

2 21.03 
2.02 

2 23.11 
2.13 

12 25.29 
2.24 

2 27.58 
2.34 

2 30.00 
2.44 

2 32.46 
2.54 

2 35.04 
2.64 

2 37.73 
2.73 
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TABLE 2. (continued) 

A P PP PCP S ss scs SCP SKSac 

de min s min s min s min s min s min s min s min s 

25.0 

26.0 

27.0 

28.0 

29.0 

30.0 

31.0 

32.0 

33.0 

34.0 

35.0 

36.0 

37.0 

38.0 

39.0 

40.0 

41.0 

42.0 

43.0 

44.0 

45.0 

46.0 

47.0 

48.0 

49.0 

5 25.43 5 58.22 9 00.19 
9.10 13.67 2.23 

5 34.51 6 11.88 9 02.45 
9.06 13.66 2.30 

5 43.54 6 25.54 9 04.79 
9.00 13.65 2.37 

5 52.50 6 39.18 9 07.20 
8.93 13.64 2.45 

6 01.41 6 52.83 9 09.68 
8.88 13.64 2.52 

6 10.27 7 06.46 9 12.23 
8.85 13.63 2.59 

6 19.10 7 19.76 9 14.86 
8.81 13.08 2.66 

6 27.89 7 32.76 9 17.55 
8.77 12.92 2.72 

6 36.64 7 45.60 9 20.30 
8.72 12.74 2.79 

6 45.34 7 58.25 9 23.12 
8.67 12.58 2.85 

6 53.98 8 10.77 9 26.00 
8.62 12.45 2.91 

7 02.57 8 23.15 9 28.95 
8.56 12.33 2.97 

7 11.09 8 35.33 9 31.95 
8.50 11.01 3.03 

7 19.56 8 46.32 9 35.01 
8.44 10.98 3.09 

7 27.96 8 57.28 9 38.13 
8.37 10.94 3.15 

7 36.30 9 08.20 9 41.30 
8.30 10.90 3.20 

7 44.57 9 19.08 9 44.53 
8.24 10.86 3.25 

7 52.78 9 29.91 9 47.81 
8.17 10.81 3.31 

8 00.91 9 40.69 9 51.14 
8.10 10.75 3.36 

8 08.98 9 51.42 9 54.52 
8.03 10.70 3.40 

8 16.97 10 02.08 9 57.95 
7.96 10.64 3.45 

8 24.90 10 12.69 10 01.43 
7.89 10.57 3.50 

8 32.75 10 23.22 10 04.95 
7.82 10.50 3.54 

8 40.54 10 32.62 10 08.51 
7.75 9.14 3.59 

8 48.25 10 41.75 10 12.12 
7.68 9.12 3.63 

9 51.46 
15.89 

10 07.31 
15.82 

10 23.11 
15.77 

10 38.86 
15.74 

10 54.58 
15.70 

11 10.27 
15.67 

11 25.92 
15.62 

11 41.51 
15.57 

11 57.05 
15.51 

1 2 12.52 
15.44 

1 2 27.93 
15.37 

2 43.26 
15.29 

2 58.52 
15.22 

3 13.69 
15.13 

3 28.78 
15.05 

3 43.79 
14.96 

3 58.70 
14.87 

1 4 13.52 
14.77 

4 28.25 
14.68 

14 42.87 
14.58 

14 57.41 
14.48 

15 11.84 
14.38 

15 26.16 
14.28 

15 40.39 
14.17 

15 54.51 
14.07 

10 40.75 
24.45 

11 05.18 
24.43 

11 29.60 
24.40 

11 53.99 
24.37 

12 18.34 
24.34 

12 42.66 
24.31 

13 06.96 
24.28 

13 31.23 
24.26 

13 55.49 
24.24 

14 19.72 
24.22 

14 43.93 
24.20 

15 08.12 
24.18 

15 32.30 
24.16 

15 56.44 
24.14 

16 20.57 
24.11 

16 41.71 
20.05 

17 01.71 
19.94 

17 21.59 
19.82 

17 41.35 
19.69 

18 00.97 
19.55 

18 20.45 
19.40 

18 38.27 
16.35 

18 54.59 
16.27 

19 10.82 
16.20 

19 26.98 
16.10 

16 28.90 12 40.50 
4.11 2.82 

16 33.08 12 43.37 
4.25 2.91 

16 37.40 12 46.32 
4.39 3.00 

16 41.85 12 49.37 
4.52 3.08 

16 46.43 12 52.49 
4.65 3.17 

16 51.15 12 55.70 
4.78 3.25 

16 55.99 12 58.98 
4.91 3.32 

17 00.96 13 02.34 
5.03 3.40 

17 06.06 13 05.78 
5.15 3.47 

17 11.27 13 09.28 
5.27 3.54 

17 16.59 13 12.85 
5.39 3.61 

17 22.04 13 16.49 
5.50 3.67 

17 27.59 13 20.19 
5.61 3.73 

17 33.25 13 23.95 
5.72 3.79 

17 39.02 13 27.77 
5.82 3.85 

17 44.89 13 31.64 
5.92 3.90 

17 50.87 13 35.57 
6.02 3.95 

17 56.94 13 39.54 
6.12 4.00 

18 03.11 13 43.56 
6.21 4.04 

18 09.37 13 47.62 
6.31 4.08 

18 15.72 13 51.73 
6.39 4.12 

18 22.15 13 55.87 
6.48 4.16 

18 28.68 14 00.05 
6.56 4.20 

18 35.28 14 04.26 
6.65 4.23 

18 41.97 14 08.51 
6.73 4.26 
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TABLE 2. (continued) 

A P PP PCP S ss scs SCP SKSac 

deg min s min s min s min s min s min s min s min s 

50.0 8 55.89 
7.60 

51.0 9 03.45 
7.53 

52.0 9 10.95 
7.46 

53.0 9 18.37 
7.39 

54.0 9 25.72 
7.31 

55.0 9 32.99 
7.24 

56.0 9 40.20 
7.17 

57.0 9 47.33 
7.10 

58.0 9 54.39 
7.02 

59.0 10 01.38 
6.95 

60.0 10 08.29 
6.88 

61.0 10 15.13 
6.81 

62.0 10 21.90 
6.73 

63.0 10 28.60 
6.66 

64.0 10 35.22 
6.59 

10 50.86 
9.10 

10 59.95 
9.08 

11 09.01 
9.06 

11 18.06 
9.03 

11 27.07 
9.00 

11 36.06 
8.96 

11 45.00 
8.93 

11 53.92 
8.91 

12 02.82 
8.88 

2 11.69 
8.86 

2 20.55 
8.85 

2 29.39 
8.83 

2 38.20 
8.81 

2 47.00 
8.79 

2 55.79 
8.77 

65.0 10 41.77 13 04.54 
6.51 8.75 

66.0 10 48.25 13 13.28 
6.44 8.72 

67.0 10 54.66 13 21.99 
6.37 8.70 

68.0 11 00.99 13 30.67 
6.30 8.67 

69.0 11 07.25 13 39.33 
6.22 8.64 

70.0 11 13.43 13 47.96 
6.15 8.62 

71.0 11 19.55 13 56.56 
6.08 8.59 

72.0 11 25.59 14 05.13 
6.00 8.56 

73.0 11 31.55 14 13.68 
5.93 8.53 

74.0 11 37.45 14 22.19 
5.86 8.50 

10 15.76 16 08.53 19 42.93 18 48.73 
3.67 13.96 15.89 6.80 

10 19.45 16 22.44 19 58.79 18 55.57 
3.71 13.86 15.85 6.88 

10 23.18 16 36.24 20 14.63 19 02.48 
3.74 13.75 15.82 6.95 

10 26.94 16 49.94 20 30.43 19 09.47 
3.78 13.64 15.80 7.02 

10 30.74 17 03.52 20 46.22 19 16.52 
3.82 13.53 15.77 7.08 

10 34.57 17 17.00 21 01.98 19 23.63 
3.85 13.42 15.75 7.15 

10 38.44 17 30.37 21 17.73 19 30.81 
3.88 13.31 15.74 7.21 

10 42.34 17 43.63 21 33.46 19 38.06 
3.92 13.20 15.72 7.27 

10 46.27 17 56.78 21 49.17 19 45.36 
3.95 13.09 15.70 7.33 

10 50.23 18 09.82 22 04.86 19 52.72 
3.97 12.98 15.69 7.39 

10 54.22 18 22.74 22 20.54 20 00.13 
4.00 12.87 15.67 7.44 

10 58.24 18 35.55 22 36.20 20 07.60 
12.76 15.65 7.49 4.03 

11 02.28 
4.06 

11 06.35 
4.08 

11 10.44 
4.10 

8 48.25 22 51.84 20 15.12 
12.64 15.62 7.54 

9 00.84 23 07.44 20 22.69 
12.53 15.60 7.59 

9 13.31 23 23.03 20 30.30 
12.42 15.57 7.64 

11 14.56 19 25.67 23 38.58 20 37.96 
4.13 12.30 15.54 7.68 

11 18.70 19 37.92 23 54.10 20 45.67 
4.15 12.19 15.51 7.73 

11 22.86 19 50.05 24 09.59 20 53.41 
4.17 12.07 15.47 7.77 

11 27.04 20 02.07 24 25.05 21 01.20 
4.19 11.96 15.44 7.80 

11 31.23 20 13.97 24 40.47 21 09.02 
4.21 11.84 15.41 7.84 

11 35.45 20 25.75 24 55.86 21 16.88 
4.23 11.73 15.37 7.88 

11 39.69 20 37.42 25 11.21 21 24.78 
4.24 11.61 15.33 7.91 

11 43.94 20 48.97 25 26.52 21 32.70 
4.26 11.49 15.29 7.94 

11 48.21 21 00.40 25 41.80 21 40.66 
4.27 11.37 15.26 7.97 

11 52.49 21 11.71 25 57.03 21 48.65 
4.29 11.25 15.22 8.00 

14 12.78 
4.29 

14 17.08 
4.31 

4 21.40 
4.33 

4 25.74 
4.35 

4 30.10 
4.37 

4 34.48 
4.39 

14 38.87 
4.40 

14 43.28 
4.41 

14 47.69 
4.42 

14 52.12 
4.43 

14 56.55 
4.43 

15 00.98 
4.44 

15 05.42 
4.44 

20 22.69 
7.59 

20 30.27 
7.59 

20 37.86 
7.58 

20 45.44 
7.58 

20 53.02 
7.57 

21 00.58 
7.56 

21 08.13 
7.54 

21 15.67 
7.53 

21 23.18 
7.50 

21 30.67 
7.47 

21 38.13 
7.44 

21 45.55 
7.40 
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TABLE 2. (continued) 

A P PP PCP S ss scs SCP SKSac 

deg min s min s min s min s min s min s min s min s 

75.0 11 43.26 
5.78 

76.0 11 49.01 
5.71 

77.0 11 54.68 
5.63 

78.0 12 00.27 
5.56 

79.0 12 05.79 
5.48 

80.0 12 11.23 
5.40 

81.0 12 16.60 
5.33 

82.0 12 21.88 
5.25 

83.0 12 27.10 
5.17 

84.0 12 32.23 
5.09 

85.0 12 37.28 
5.01 

86.0 12 42.26 
4.94 

87.0 12 47.16 
4.86 

88.0 12 51.96 
4.74 

89.0 12 56.67 
4.69 

90.0 13 01.35 
4.66 

91.0 13 06.00 
4.64 

92.0 13 10.62 
4.61 

93.0 13 15.23 
4.60 

94.0 13 19.81 
4.58 

95.0 13 24.38 
4.55 

96.0 13 28.91 

97.0 

98.0 

99.0 

4.52 
3 33.41 

4.49 
3 37.89 

4.45 
3 42.33 

4.44 

14 30.67 
8.47 

14 39.12 
8.44 

14 47.54 
8.40 

14 55.93 
8.37 

15 04.28 
8.34 

15 12.60 
8.30 

15 20.89 
8.27 

15 29.15 
8.24 

15 37.37 
8.20 

15 45.55 
8.17 

15 53.71 
8.14 

16 01.82 
8.10 

16 09.91 
8.07 

16 17.96 
8.03 

16 25.97 
8.00 

6 33.95 
7.96 

1 6 41.89 
7.93 

6 49.80 
7.89 

16 57.67 
7.85 

17 05.51 
7.82 

17 13.31 
7.78 

17 21.07 
7.75 

17 28.80 
7.71 

17 36.50 
7.68 

17 44.15 
7.64 

11 56.78 21 22.90 26 12.23 21 56.67 
4.30 11.13 15.17 8.03 

12 01.09 21 33.98 26 27.38 22 04.71 
4.32 11.01 15.13 8.06 

12 05.41 21 44.93 26 42.49 22 12.78 
4.33 10.89 15.09 8.08 

12 09.75 21 55.76 26 57.56 22 20.88 
4.34 10.77 15.05 8.11 

12 14.09 22 06.47 21 12.59 22 28.99 
4.35 10.65 15.00 8.13 

12 18.45 22 17.05 27 27.57 22 37.13 
4.36 10.52 14.96 8.15 

12 22.81 22 27.51 27 42.51 22 45.29 
4.37 10.40 14.91 8.17 

12 27.19 22 37.84 27 57.40 22 53.47 
4.38 10.27 14.87 8.19 

12 31.57 22 48.05 28 12.24 23 01.66 
4.39 10.14 14.82 8.20 

12 35.96 22 58.12 28 27.04 23 09.87 
4.39 10.01 14.77 8.22 

12 40.35 23 08.07 28 41.79 23 18.09 
4.40 9.88 14.73 8.23 

12 44.75 23 17.88 28 56.49 23 26.33 
4.41 9.75 14.68 8.24 

12 49.16 23 27.56 29 11.14 23 34.58 
4.41 9.61 14.63 8.26 

12 53.58 23 37.10 29 25.75 23 42.85 
4.42 9.48 14.58 8.27 

12 57.99 23 46.51 29 40.30 23 51.12 
4.42 9.34 14.53 8.28 

13 02.42 23 55.78 29 54.81 23 59.40 
4.42 9.20 14.48 8.29 

13 06.84 24 04.91 30 09.27 24 07.69 
4.43 9.06 14.43 8.29 

13 11.27 24 13.90 30 23.67 24 15.99 
4.43 8.91 14.38 8.30 

13 15.70 24 22.73 30 38.03 24 24.29 
4.43 8.77 14.33 8.31 

13 20.14 24 31.47 30 52.33 24 32.60 
4.44 8.70 14.28 8.31 

13 24.57 24 40.15 31 06.58 24 40.92 
4.44 8.66 14.23 8.32 

13 29.01 24 48.78 31 20.78 24 49.23 
4.44 8.60 14.17 8.32 

13 33.45 24 57.33 31 34.93 24 57.55 
4.44 8.52 14.12 8.32 

13 37.89 25 05.81 31 49.02 25 05.88 
4.44 8.43 14.07 8.32 

25 14.20 32 03.07 25 14.20 
8.34 14.02 8.32 

21 52.92 
7.35 

22 00.24 
7.29 

22 07.49 
7.22 

22 14.67 
7.14 

22 21.77 
7.05 

22 28.78 
6.96 

22 35.69 
6.86 

22 42.50 
6.75 

22 49.20 
6.64 

22 55.78 
6.53 

23 02.26 
6.42 

23 08.62 
6.31 

23 14.88 
6.20 

23 21.02 
6.09 

23 27.05 
5.98 

23 32.98 
5.87 

23 38.80 
5.77 

23 44.52 
5.67 

23 50.14 
5.57 

23 55.65 
5.47 

24 01.07 
5.37 

24 06.40 
5.28 

24 11.63 
5.19 

24 16.78 
5.10 

24 21.83 
5.01 
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TABLE 2. (continued) 

A Pdiff PP PCP Sdiff ss scs SCP SKSac 

deg min s min s min s min s min s min s min s min s 

100.0 13 46.77 17 51.77 
4.44 7.60 

101.0 13 51.20 17 59.36 
4.44 7.57 

102.0 13 55.64 18 06.91 
4.44 7.53 

103.0 14 00.08 18 14.42 
4.44 7.49 

104.0 14 04.52 18 21.89 
4.44 7.46 

105.0 14 08.96 18 29.33 
4.44 7.42 

106.0 14 13.40 18 36.74 
4.44 7.39 

107.0 14 17.84 18 44.10 
4.44 7.35 

108.0 14 22.28 18 51.44 
4.44 7.31 

109.0 14 26.72 18 58.73 
4.44 7.28 

110.0 14 31.16 19 05.99 
4.44 7.24 

111.0 14 35.59 19 13.21 
4.44 7.20 

112.0 14 40.03 19 20.40 
4.44 7.17 

113.0 14 44.47 19 27.55 
4.44 7.13 

114.0 14 48.91 19 34.66 
4.44 7.10 

115.0 14 53.35 19 41.74 
4.44 7.06 

116.0 14 57.79 19 48.78 
4.44 7.02 

117.0 15 02.23 19 55.79 
4.44 6.99 

118.0 15 06.67 20 02.75 
4.44 6.95 

119.0 15 11.11 20 09.69 
4.44 6.91 

120.0 15 15.54 20 16.58 
4.44 6.88 

121.0 15 20.00 20 23.44 
4.44 6.84 

122.0 15 24.42 20 30.27 
4.44 6.81 

123.0 15 28.86 20 37.05 
4.44 6.77 

124.0 15 33.30 20 43.80 
4.44 6.73 

25 22.52 
8.32 

25 30.85 
8.32 

25 39.17 
8.32 

25 47.49 
8.32 

25 55.82 
8.32 

26 04.14 
8.32 

26 12.46 
8.32 

26 20.79 
8.32 

26 29.11 
8.32 

26 37.43 
8.32 

26 45.76 
8.32 

26 54.08 
8.32 

27 02.40 
8.32 

27 10.73 
8.32 

27 19.05 
8.32 

27 27.37 
8.32 

27 35.70 
8.32 

27 44.02 
8.32 

27 52.34 
8.32 

28 00.67 
8.32 

28 08.99 
8.32 

28 17.31 
8.32 

28 25.64 
8.32 

28 33.96 
8.32 

28 42.28 
8.32 

32 17.06 
13.96 

32 31.00 
13.91 

32 44.88 
13.86 

32 58.71 
13.80 

33 12.49 
13.75 

33 26.21 
13.69 

33 39.87 
13.64 

33 53.49 
13.59 

34 07.05 
13.53 

34 20.55 
13.48 

34 34.00 
13.42 

34 47.40 
13.37 

35 00.74 
13.31 

35 14.03 
13.26 

35 27.26 
13.20 

35 40.44 
13.15 

35 53.56 
13.09 

36 06.62 
13.04 

36 19.63 
12.98 

36 32.58 
12.92 

36 45.48 
12.87 

36 58.32 
12.81 

37 11.11 
12.76 

37 23.83 
12.70 

37 36.51 
12.64 

24 26.79 
4.92 

24 31.67 
4.84 

24 36.46 
4.75 

24 41.17 
4.67 

24 45.80 
4.59 

24 50.35 
4.51 

24 54.82 
4.43 

24 59.22 
4.36 

25 03.54 
4.28 

25 07.78 
4.21 

25 11.95 
4.13 

25 16.05 
4.06 

25 20.08 
3.99 

25 24.03 
3.92 

25 27.92 
3.85 

25 31.74 
3.79 

25 35.50 
3.72 

25 39.18 
3.65 

25 42.80 
3.59 

25 46.36 
3.52 

25 49.85 
3.46 

25 53.28 
3.40 

25 56.65 
3.33 

25 59.95 
3.27 

26 03.19 
3.21 
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TABLE 3. Travel times for seismic phases beyond 110”. 
For each phase the slowness in sldeg is shown in italics. 

A PKPab PKPbc PKPdf PP SKSac SKSdf SKP ss 

deg min s min s min s min s min s min s min s min s 

110.0 

111.0 

112.0 

113.0 

114.0 

115.0 

116.0 

117.0 

118.0 

119.0 

120.0 

121.0 

122.0 

123.0 

124.0 

125.0 

126.0 

127.0 

128.0 

129.0 

130.0 

131.0 

132.0 

133.0 

134.0 

18 40.84 
1.92 

18 42.75 
1.92 

18 44.67 
1.91 

18 46.58 
1.91 

18 48.50 
1.91 

18 50.41 
1.91 

18 52.32 
1.91 

18 54.23 
1.91 

18 56.14 
1.91 

18 58.05 
1.91 

18 59.96 
1.90 

19 01.86 
1.90 

19 03.76 
1.90 

19 05.66 
1.90 

19 07.55 
1.89 

19 09.44 
1.89 

19 11.33 
1.88 

19 13.21 
1.88 

19 15.09 
1.87 

19 16.96 
1.87 

19 18.82 
1.86 

19 05.99 25 11.95 25 46.63 22 09.91 34 34.00 
7.24 4.13 1.91 1.92 13.42 

19 13.21 25 16.05 25 48.55 22 11.82 34 47.40 
7.20 4.06 1.91 1.91 13.37 

19 20.40 25 20.08 25 50.46 22 13.74 35 00.74 
7.17 3.99 1.91 1.91 13.31 

19 27.55 25 24.03 25 52.36 22 15.65 35 14.03 
7.13 3.92 1.91 1.91 13.26 

19 34.66 25 27.92 25 54.27 22 17.57 35 27.26 
7.10 3.85 1.90 1.91 13.20 

19 41.74 25 31.74 25 56.17 22 19.48 35 40.44 
7.06 3.79 1.90 1.91 13.15 

19 48.78 25 35.50 25 58.07 22 21.39 35 53.56 
7.02 3.72 1.90 1.91 13.09 

19 55.79 25 39.18 25 60.00 22 23.30 36 06.62 
6.99 3.65 1.90 1.91 13.04 

20 02.75 25 42.80 26 01.87 22 25.21 36 19.63 
6.95 3.59 1.89 1.91 12.98 

20 09.69 25 46.36 26 03.76 22 27.11 36 32.58 
6.91 3.52 1.89 1.90 12.92 

20 16.58 25 49.85 26 05.64 22 29.02 36 45.48 
6.88 3.46 1.88 1.90 12.87 

20 23.44 25 53.28 26 07.53 22 30.92 36 58.32 
6.84 3.40 1.88 1.90 12.81 

20 30.27 25 56.65 26 09.40 22 32.82 37 11.11 
6.81 3.33 1.87 1.90 12.76 

20 37.05 25 59.95 26 11.27 22 34.71 37 23.83 
6.77 3.27 1.87 1.89 12.70 

20 43.80 26 03.19 26 13.14 22 36.60 37 36.51 
6.73 3.21 1.86 1.89 12.64 

20 50.52 26 06.38 26 14.99 22 38.49 37 49.12 
6.70 3.15 1.85 1.88 12.59 

20 57.20 26 09.50 26 16.84 22 40.37 38 01.68 
6.66 3.09 1.85 1.88 12.53 

21 03.84 26 12.56 26 18.69 22 42.24 38 14.18 
6.62 3.03 1.84 1.87 12.47 

21 10.44 26 15.56 26 20.52 22 44.11 38 26.63 
6.59 2.97 1.83 1.87 12.42 

21 17.01 26 18.51 26 22.34 22 45.98 38 39.02 
6.55 2.92 1.82 1.86 12.36 

21 23.55 26 21.40 26 24.15 22 34.73 38 51.35 
6.51 2.86 1.80 3.84 12.30 

21 30.04 26 24.23 26 25.95 22 38.46 39 03.62 
6.48 2.80 1.79 3.64 12.25 

21 36.50 26 27.00 26 27.73 22 42.02 39 15.84 
6.44 2.74 1.78 3.50 12.19 

21 42.93 26 29.72 26 29.50 22 45.46 39 28.00 
6.41 2.69 1.76 3.38 12.13 

21 49.31 26 32.38 26 31.25 22 48.79 39 40.10 
6.37 2.63 1.75 3.28 12.07 
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A PKPab PKPbc PKPdf PP SKSac SKSdf SKP ss 

deg min s min s min s min s min s min s min s min s 

135.0 

136.0 

137.0 

138.0 

139.0 

140.0 

141.0 

142.0 

143.0 

144.0 

145.0 

146.0 

147.0 

148.0 

149.0 

150.0 

151.0 

152.0 

153.0 

154.0 

155.0 

156.0 

157.0 

158.0 

159.0 

19 37.74 
3.71 

19 41.54 
3.87 

19 45.45 
3.96 

19 49.45 
4.03 

19 53.50 
4.08 

19 57.61 
4.13 

20 01.76 
4.17 

20 05.94 
4.20 

20 10.16 
4.23 

20 14.40 
4.25 

20 18.66 
4.28 

20 22.95 
4.30 

20 27.26 
4.32 

20 31.58 
4.33 

20 35.92 
4.35 

19 37.62 
3.28 

19 40.79 
3.07 

19 43.78 
2.92 

19 46.63 
2.79 

19 49.36 
2.67 

19 51.98 
2.57 

19 54.49 
2.47 

19 56.92 
2.37 

19 59.25 
2.28 

20 01.49 
2.20 

20 03.64 
2.11 

19 20.68 
1.85 

19 22.52 
1.84 

19 24.36 
1.83 

19 26.19 
1.82 

19 28.00 
1.81 

19 29.80 
1.80 

19 31.59 
1.78 

19 33.36 
1.76 

19 35.12 
1.75 

19 36.85 
1.73 

19 38.57 
1.70 

19 40.26 
1.68 

19 41.93 
1.65 

19 43.57 
1.63 

19 45.18 
1.60 

19 46.77 
1.57 

19 48.31 
1.53 

19 49.83 
1.49 

9 51.30 
1.46 

9 52.74 
1.42 

9 54.13 
1.37 

9 55.49 
1.33 

19 56.79 
1.28 

19 58.06 
1.24 

19 59.27 
1.19 

21 55.66 
6.33 

22 01.98 
6.30 

22 08.25 
6.26 

22 14.50 
6.22 

22 20.70 
6.19 

22 26.87 
6.15 

22 33.00 
6.11 

22 39.10 
6.08 

22 45.15 

22 5% 
6.00 

22 57.16 
5.97 

23 03.11 
5.93 

23 09.02 
5.89 

23 14.89 
5.86 

23 20.73 
5.82 

23 26.53 
5.78 

23 32.29 
5.74 

23 38.01 
5.71 

23 43.70 
5.67 

23 49.35 
5.63 

23 54.96 
5.59 

24 00.54 
5.56 

24 06.08 
5.52 

24 11.57 
5.48 

24 17.04 
5.44 

26 34.98 
2.58 

26 37.53 
2.52 

26 40.03 
2.47 

26 42.47 
2.41 

26 44.86 
2.36 

26 47.19 
2.31 

26 49.47 
2.25 

26 51.69 
2.20 

26 53.86 
2.15 

26 55.98 
2.09 

26 32.99 22 52.01 39 52.15 
1.73 3.18 12.02 

26 34.71 22 55.14 40 04.14 
1.71 3.09 11.96 

26 36.41 22 58.19 40 16.06 
1.69 3.00 11.90 

26 38.08 23 01.14 40 27.94 
1.67 2.92 11.84 

26 39.74 23 04.02 40 39.75 
1.64 2.84 11.78 

26 41.37 23 05.78 40 51.50 
1.62 1.72 11.73 

26 42.98 23 07.49 41 03.20 
1.59 1.70 11.67 

26 44.56 23 09.17 41 14.84 
1.57 1.67 11.61 

26 46.11 23 10.84 41 26.42 
1.54 1.65 11.55 

26 47.63 23 12.47 41 37.94 
1.51 1.62 11.49 

26 49.13 23 14.08 41 49.40 
1.48 1.60 11.43 

26 50.59 23 15.66 42 00.80 
1.45 1.57 11.37 

26 52.02 23 17.21 42 12.14 
1.41 1.53 11.31 

26 53.41 23 18.73 42 23.42 
1.38 1.50 11.25 

26 54.77 23 20.22 42 34.65 
1.34 1.47 11.19 

26 56.10 23 21.67 42 45.81 
1.31 1.43 11.13 

26 57.39 23 23.08 42 56.91 
1.27 1.40 11.07 

26 58.64 23 24.46 43 07.96 
1.23 1.36 11.01 

26 59.85 23 25.79 43 18.94 
1.19 1.32 10.95 

27 01.03 23 27.09 43 29.86 
1.15 1.28 10.89 

27 02.16 23 28.35 43 40.72 
1.11 1.23 10.83 

27 03.26 23 29.56 43 51.52 
1.07 1.19 10.77 

27 04.31 23 30.73 44 02.26 
1.03 1.15 10.71 

27 05.32 23 31.86 44 12.93 
0.99 1.10 10.65 

27 06.29 23 32.94 44 23.55 
0.95 1.06 10.58 



138 SEISMIC TRAVELTIME TABLES 

TABLE 3. (continued) 

A PKPab PKPbc PKPdf PP SKSac SKSdf SKP ss 

den min s min s min s min s min s min s min s min s 

160.0 

161.0 

162.0 

163.0 

164.0 

165.0 

166.0 

167.0 

168.0 

169.0 

170.0 

171.0 

172.0 

173.0 

174.0 

175.0 

176.0 

177.0 

178.0 

179.0 

180.0 

20 40.27 
4.36 

20 44.64 
4.37 

20 49.01 
4.38 

20 53.39 
4.39 

20 57.79 
4.40 

21 02.19 
4.40 

21 06.60 
4.41 

21 11.01 
4.42 

21 15.43 
4.42 

21 19.85 
4.43 

21 24.28 
4.43 

21 28.71 
4.43 

21 33.14 
4.43 

21 37.57 
4.44 

21 42.01 
4.44 

21 46.45 
4.44 

21 50.89 
4.44 

20 00.43 24 22.46 27 07.22 23 33.97 44 34.10 
1.14 5.40 0.91 1.01 10.52 

20 01.55 24 27.84 27 08.11 23 34.96 44 44.59 
1.09 5.37 0.86 0.96 10.46 

20 02.61 24 33.19 27 08.95 23 35.90 44 55.02 
1.04 5.33 0.82 0.92 10.40 

20 03.62 24 38.50 27 09.75 23 36.79 45 05.38 
0.98 5.29 0.78 0.87 10.33 

20 04.58 24 43.77 27 10.50 23 37.64 45 15.68 
0.93 5.25 0.73 0.82 10.27 

20 05.48 24 49.00 27 11.21 23 38.43 45 25.92 
0.87 5.21 0.69 0.77 10.20 

20 06.32 24 54.19 27 11.88 23 39.18 45 36.09 
0.82 5.17 0.64 0.72 10.14 

20 07.11 24 59.35 27 12.50 23 39.87 45 46.20 
0.76 5.13 0.60 0.67 10.08 

20 07.85 25 04.46 27 13.07 23 40.52 45 56.24 
0.71 5.09 0.55 0.62 10.01 

20 08.53 25 09.53 27 13.60 23 41.11 46 06.22 
0.65 5.05 0.51 0.57 9.95 

20 09.15 25 14.56 27 14.09 23 41.66 46 16.13 
0.59 5.01 0.46 0.52 9.88 

20 09.71 25 19.56 27 14.53 23 42.15 46 25.98 
0.53 4.98 0.42 0.47 9.81 

20 10.21 25 24.52 27 14.92 23 42.59 46 35.76 
0.47 4.94 0.37 0.42 9.75 

20 10.66 25 29.44 27 15.27 23 42.98 46 45.47 
0.42 4.90 0.32 0.36 9.68 

20 11.04 25 34.32 27 15.57 23 43.32 46 55.12 
0.36 4.86 0.28 0.31 9.61 

20 11.37 25 39.15 27 15.83 23 43.61 47 04.69 
0.30 4.79 0.23 0.26 9.54 

20 11.64 25 43.91 27 16.04 23 43.84 47 14.20 
0.24 4.74 0.19 0.21 9.48 

20 11.85 25 48.64 27 16.20 23 44.03 47 23.65 
0.18 4.71 0.14 0.16 9.41 

20 12.00 25 53.34 27 16.31 23 44.16 47 33.02 
0.12 4.69 0.09 0.10 9.34 

20 12.09 25 58.03 27 16.38 23 44.23 47 42.33 
0.06 4.68 0.05 0.05 9.27 

20 12.12 26 02.70 27 16.41 23 44.26 47 51.56 
0.00 4.66 0.00 0.00 9.20 
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Fig 4. Traveltime curves for the imp91 model for 300 km source depth. 
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Fig 5. Traveltime curves for the imp91 model for 600 km source depth. 



Fig 6. Slowness as a function of epicentral distance for the iasp model for surface source. 
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Fig 7. Slowness as a function of epicentral distance for the iasp model for 300 km source depth. 
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Fig 8. Slowness as a function of epicentral distance for the iusp91 model for 600 km source depth. 
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Heat Flow of the Earth 

Carol A. Stein 

1. INTRODUCTION 

1.1 Background 
Earth’s evolution reflects the history of heat transfer 

from the interior [53, 1101 via the fundamental 
processes of plate tectonics, conduction through con- 
tinental lithosphere, and hotspot volcanism [103]. As a 
result, considerable attention has been directed toward 
understanding Earth’s thermal history, the variation in 
the temperature field in space and tune. The primary 
directly observable quantity for heat flow is the tem- 
perature gradient near the surface, which is in turn used 
to estimate the flow of heat from the interior and hence 
draw inferences about the thermal structure and evolu- 
tion. 

The challenge is the classical one of using the meas- 
ured temperature and temperature gradient at an object’s 
surface to infer the temperature field within the body, 
T(x,t), a function of position x and time t. Near the 
earth’s surface, the temperature gradient is essentially 
vertical, so the outward heat flow qs is 

the product of the vertical gradient of the temperature 
T(z), which is most everywhere positive downwards 
(temperature increases with depth z), and the measured 
or estimated thermal conductivity of the material, k. 

C. A. Stein, Department of Geological Sciences, University of 
Illinois at Chicago, 845 W. Taylor Street, Chicago, IL 60607- 
7059 

Global Earth Physics 
A Handbook of Physical Constants 
AGU Reference Shelf 1 

Copyright 1995 by the American Geophysical Union 

Such heat flow measurements (or more precisely esti- 
mates based on the measured gradient) are the primary 
boundary conditions used to find the temperature field 
via the heat equation, 

,Cp[ $+v-VT] =V*(kVT)+A, (2) 

where p is the density, C, is the specific heat, A is the 
heat generation, and v is the velocity of the moving 
material [e.g 25, 1081. This equation balances the 
change in the heat content of a body of material with 
the heat transferred by conduction, brought in by 
material motion, and generated within the body. 

Solution of this equation, and hence deduction of 
temperature structure from heat flow, is a difficult and 
nonunique inverse problem. The variation in physical 
properties with depth is significant but uncertain. The 
expected solid state convection in the mantle has major 
thermal effects [e.g. 931. As a result, although some 
inferences about temperature structure can be drawn 
based largely on heat flow, considerable additional 
information is drawn from seismological studies [e.g. 
961, laboratory and theoretical studies of the physical 
properties of earth materials [e.g. 21, and modeling of 
convection in the earth [e.g. 481. 

The measurement of heat flow has thus long been an 
active research area. The lirst reported heat flow meas- 
urements were made in oceanic lithosphere by Revelle 
and Maxwell [92] and in the continental lithosphere by 
Benfield [13] and Bullard [23]. The 1966 edition of 
The Handbook of Physical Constants 1653 listed about 
2000 measurements. Since then, the number of heat 
flow sites included in successive compilations 151, 72, 
1021 has increased to about 25,000 listed in the most 
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recent compilation [87]. Typical values of the surface 
temperature gradient, conductivity, radioactive heat gen- 
eration, and heat flow for continents and oceans are 
listed in Table 1. 

1.2 Measurements and Techniques 
Despite its conceptual simplicity, the process of 

deducing heat flow from a measured gradient and con- 
ductivity values has surprising complexity. Aspects of 
the problem, including the historical development, are 
reviewed by various authors: see Louden and Wright 
[73] for marine studies, Beck [9] and Clauser and 
Huenges [30] for thermal conductivity, Beck and Bal- 
ling [ll] for temperatures, and Jessop [50] for both tem- 
peratures and thermal conductivity. 

The vertical temperature gradient is computed from 
temperatures measured at known depths below the sur- 
face. However, the process of penetrating the surface to 
measure the temperatures disturbs the thermal structure. 
For marine measurements, thrusting a probe into the 
sediments to depths of about 5 m results in frictional 
heating, which takes from 5 to 30 minutes to dissipate 
depending mostly on the probe diameter. Prior to 1975 
most heat flow values were based on single measure- 
ments, which were typically spaced about 200 km apart. 
Subsequently, digital instrumentation has resulted in 
both better temperature determinations and the capabil- 
ity to make closely-spaced seafloor (“pogo”) penetra- 
tions more rapidly than before. Hence, local variations 
in the heat flux can be better identified and their cause 
determined. For measurements on land, temperatures 
are measured in drill holes using down-hole instruments 
lowered on a cable. For either measurements on land, or 
in marine boreholes (such as for the DeepSea Drilling 
Project or the Ocean Drilling Program), calculating the 
undisturbed temperatures is more complicated. The dril- 

Table 1. Important Parameters for Heat Flow 

Property, Symbol Approximate Range 

Heat flow, q 0 - 125 mW m-* 
Vertical temperature 

gradient, dT/dz 10 to 80 ‘=C/km 
Thermal conductivity, k 

marine sediments 0.6 - 1.2 W m-l K-’ 
continental sediments 1 - 5 W m-’ K-’ 

heat generation, A O-8 lOA W me3 
Specific heat, C, 0.85-1.25 kJ kg-“C’ 
Density of crustal rocks 

and lithosphere, p 2200 to 3400 kg m-* 

ling process produces thermal perturbations due to the 
exchange of heat between the walls of the hole and the 
drilling fluid in addition to that due to the friction of 
drilling. With time, the temperatures slowly return to 
the undisturbed state. Temperature is determined either 
by waiting sufficient time for the site to return to the 
presumed equilibrium state, or measuring the change in 
temperature with time and then calculating an assumed 
equilibrium temperature [ 111. 

In some cases the thermal conductivity is measured 
either in situ or on a sample of the rock recovered and 
measured in a laboratory. In others, it is estimated based 
on either the known Ethology or values measured from 
nearby sites. Initially measurements were made on 
recovered samples with corrections made for the 
differences in pressures and temperatures between the 
laboratory aud the depth from which the sample was 
recovered [e.g. 911. For marine studies the in situ aud 
corrected shipboard thermal conductivity measurements 
agree within about 5% [49]. In situ determinations are 
preferred because the sediments have not been disturbed 
(especially due to water loss) by the coring and tran- 
sportation. Generally, no attempt is made to measure or 
correct for the possibility of anisotropic values of con- 
ductivity, resulting mainly from the anisotropic structure 
of minerals and rocks. The anisotropy of near-surface 
marine sediments is negligibly small. 

Typically the heat flow is calculated from the product 
of the average thermal conductivity and the thermal gra- 
dient. If there are significant variations of the conduc- 
tivity and thermal gradient with depth (typicalIy due to 
variations in Ethology) the heat flow is estimated. The 
two most commonly used techniques are the interval 
method and the Bullard method [90]. The interval 
method can be used if there is a sufficient density of 
measurements with depth to assign intervals over which 
the values of the thermal gradient and conductivity are 
relatively constant. For each interval, a heat flow is cal- 
culated from the product of the average temperature 
gradient and an average conductivity. Then the overall 
mean heat flow is determined from these interval 
values. Alternatively, the Bullard method relies on the 
assumption that in the absence of significant heat 
sources or sinks and with one-dimensional, steady-state, 
conductive heat flow, the subsurface temperature T(z) 
is: 

T(Z) = TO + Clo&WW~ (3) 
i=l 

where To is the surface temperature, qo is the constant 
heat flow, and k is the conductivity over the ith depth 
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interval Azi. For each temperature measurement point, 
the ther~~~al depth, ~(Azt/‘kJ~ GUI be calculated. Then, a 
least-squares fit is made to the data of T(z) with the 
thermal depth and the slope of the line is equal to the 
constant heat flow. 

1.3 Corrections and Climatic Effects 
The goal of measuring heat flow is to determine the 

steady-state transfer of heat flow from below. However, 
the simpliest assumptions that the only uncertainties are 
from measurement error, the site has uniform horizontal 
properties and is in a thermal steady state with only 
conductive heat transfer, are often not the case. Local 
factors such as topography, sedimentation rates, and sur- 
face temperature changes, may disturb the heat flux. 
Given sufficient information, corrections can be made 
for these factors. Horizontal variations in topography 
and lithology cause lateral variations in the temperature 
and, hence surface heat flow. For the oceans, variable 
sediment thickness and the rough basaltic surface near 
the measurement site may result in a horizontal com- 
ponent of heat flow, largely due to the contrast between 
the lower conductivity of the sediments and the higher 
values for the basalt [e.g. 14, 54, 1121. For the marine 
setting the seafloor temperature usually may be assumed 
to be constant, but for continents the variation of the 
air-temperature with elevation is frequently included in 
modeling the steady-state vertical heat fIow [e.g. 17, 
441. Another cause of non-steady state behavior is sedi- 
mentation or erosion. Rapid sedimentation conductively 
blankets the surface leading to lower measured heat 
flow [45, 63, 1121. Conversely, erosion leads to higher 
measured heat flow. 

The magnitude and duration of surface temperature 
fluctuations control the magnitude and depth of the per- 
turbation of the geotherm. Daily, annual, or climatic 
(-ld years) time periods affect the temperatures below 
the land surface to order one meter, ten meters, and 
several hundred meters respectively. Hence, for con- 
tinental regions, the depth of measurements should be 
greater than about 300 meters to obtain temperatures 
unaffected by climatic changes. The effects of surface 
temperature variations over time will be superimposed 
on the near-surface geotherm. However, higher fre- 
quency variations are suppressed relative to longer 
period changes. A number of techniques have been 
used to either correct the geotherm for a known tem- 
perature variation or to invert for long-term temperature 
variations [e.g. 10, 261. For regions where historical 
temperature information is not available inverting for 
the surface temperature variations is useful. For exam- 

ple, geothenns from the Alaskan permafrost indicate 
warming trends in this century [57]. Studies for North 
America indicate a warming trend this century and a 
cooler period corresponding to the Little Ice Age that 
began in the 1400s and lasted into the 1800s [ 12, 28, 
101, 1151. Given the thick water column, the bottom of 
the ocean is, in general, thermally stable, so variations 
of sea surface temperatures even as long as climatic 
time periods do not affect the sub-seafloor temperatures. 
Most of the deep ocean has sufficiently stable tempera- 
tures at the seafloor for accurate heat flow measure- 
ments without corrections [46]. However, changes in 
bottom water temperatures in some regions can affect 
the temperatures in the uppermost few meters of the 
sediment [e.g. 561. 

2. MARINE HEAT FLOW 

2.1 Background 
SeaIloor heat flow (Figure 1) is highest at midocean 

ridges, and decreases with the age of the lithosphere 
[62, 97, 1121. This variation is one of the key features 
in the models of plate tectonics, where the oceanic 
lithosphere cools as it spreads away from midocean 
ridges and reheats upon returning to the mantle at sub 
duction zones. This cycle is a surface manifestation of 
terrestrial convection [e.g. 48, 831 and the primary 
mode of heat transfer from the earth’s interior [27, 34, 
991. 

Average heat flow (Figure 1) is greater than about 
100 mW me2 for the youngest (~10 Ma) lithosphere. 
The mean values rapidly decrease from about 0 to 30 
million years. The standard deviations are large for 
young lithosphere, but decrease with increasing lithos- 
pheric age. Although heat flow data is “noisy” and 
scattered, it is required to develop average thermal 
models of oceanic lithosphere. The magnitudes of depth 
and heat flow anomalies (the difference between 
observed and predicted) implicitly depend on how well 
the reference model reflects the average thermal state, 
but this is often not explicitly stated. This is especially 
important for models based on observed anomalies for 
hotspots and hydrothetmal circulation. 

2.2 Thermal Models 
The primary wnstraints on models of thermal evolu- 

tion are ocean depth and heat flow versus age data. The 
two sets of data jointly reflect the evolution with age of 
the geotherm in the lithosphere, because the bathymetry 
depends on the temperature integrated over depth and 
the heat flow depends on the temperature gradient at the 
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sea floor. The key features of the data, the decrease in 
heat flow and increase in seatloor depth with age, 
prompted two classes of models. One is the half-space 
model [37], where depth and heat flow vary as the 
square root of age and the reciprocal of the square root 
of age, respectively. The second is the plate model [62, 

0 50 100 150 

0 50 100 150 
AGE (Ma) 

Fig. 1. Oceanic data, for the north Pacific and 
northwestern Atlantic Oceans, and models for heat flow 
and depth as a function of age. The data were averaged 
in two-m.y. bins, and one standard deviation about the 
mean value for each is shown by the envelope. The 
models shown are the plate model of Parsons and 
Sclater [84] (PSM), a cooling half-space model with the 
same thermal parameters (HS), and the GDHl plate 
model. GDHl (Global Depth and Heat flow), derived 
by joint fitting of this heat flow and bathymetry fits the 
data significantly better than earlier models, including 
the data from older lithosphere previously treated as 
anomalous. The improved fits imply that the oceanic 
lithosphere is thinner and hotter at depth than previously 
thought. From Stein and Stein [105]. 

751, where the lithosphere behaves as a cooling 
boundary layer until it reaches ages at which the effects 
of the lower boundary cause the depth and heat flow 
curves to flatten and vary more slowly with age. The 
asymptotic plate thickness to which the lithosphere 
evolves corresponds to the depth at which the additional 
heat is supplied from below to prevent the continuation 
of half-space cooling for older ages, and above which 
temperature changes cause bathymetric variations. 

Because of the observed flattening of depths and heat 
flow for older lithospheric ages, the plate model appears 
to be a better overall model to describe the data. Two 
different sets of parameters for the plate model (Table 
2) have been used by Parsons and Sclater [84] (hereafter 
termed PSM) and Stein and Stein [105] (hereafter 
termed GDHl). GDHl provides a somewhat better fit 
to the average depth-age and heat flow-age data using a 
hotter, thinner lithosphere compared to PSM (Figure 1). 
The heat flow predictions for GDHl are conveniently 
and accurately approximated using a half-space model 
with the same parameters for young lithosphere, and 
with the first term of the series solution for older litho- 
sphere [84]. The heat flow q (mW me2 ) is related to 
the age t (Ma) by q(t) = 510 teu2 for ages less than or 
equal to 55 Ma and 48 + 96 exp(-O.0278 t) for ages 
greater than 55 Ma. Table 3 lists the average observed 
heat flow for the major oceanic basins and predicted 
heat flow from the GDHl model with lithospheric age. 

2.3 Hydrothermal Circulation 
Regardless of which thermal model is used to 

represent the heat flow with oceanic age, a significant 
discrepancy exists between the heat flow measured at 
the sea floor and the higher values predicted for ages 
O-70 Ma (Figure 2). This is attributed to hydrothermal 
circulation with advective interchange between pore 
waters in the crust and sediments and sea water, rather 
than the conductive cooling assumed in the models [e.g. 
68, 811. The first detailed measurements at a ridge 
crest, the Galapagos Spreading Center [1181, showed the 
convection pattern with high heat flow associated with 
upwelhng zones located above topographic basement 
highs and low heat flow associated with down-flowing 
water above topographic basement lows, in accord with 
modeling [e.g. 741. Often at sites with up-flowing water 
the temperature versus depth profiles are non-linear, 
concave upward, and at sites with down-flowing water 
are non-linear, concave downward [6, 191. Subsequent 
studies indicate that in young lithosphere the high 
scatter in the values of individual heat flow measure- 
ments are presumably related to the variations in sedi- 
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Table 2: Plate model parameters 

GDHl PSM 
a plate thickness 95km 125 km 
TIIl basal temperature 1450°C 1350°C 

k” 
thermal expansion coefficient 3.1x1o-5 “C-’ 3.28x10-’ “C’” 
thermal conductivity 3.138 W m -J Y? 3.138 W m -’ “C-l 

C, specific heat 1.171 k.l kg-’ “C’ 1.171 kJ kg-’ OC-’ 
Pm mantle density 3330 kg mV3 3330 kg mm3 

c 
water density 1000 kg me3 1000 kg rnT3 
ridge depth 2600m 2500 m 

GDHl model parameters from Stein and Stein [105]; PSM from Parsons and Sclater [84] 

ment distribution, topographic basement relief, and local 
hydrological effects [ 1, 35, 41, 601. Perhaps the most 
spectacular evidence for hydrothermal circulation is 
found in the “black smoker” vents of superheated water 
(at -350°C) at the ridge crest with the associated bio- 
logical communities [e.g. 311. The circulation is 
thought to be divided into two primary stages [39, 691. 
Near the ridge axis, “active” circulation occurs, during 
which water cools and cracks the rock, and heat is 
extracted rapidly by high temperature water flow [40, 
851. Once cracking ceases, “passive” circulation tran- 
sports lower temperature water. 

lation to cease are sufficient overlying sediment to seal 
off the crustal convective system (and hence which no 
exchange of water between the crust and ocean due to 
the integrated permeability of the sediment column) and 
age-dependent properties resulting in decreasing poros- 
ity and hence permeability of the crust due to hydroth- 
ermal deposition of minerals, which also is assumed to 
change seismic velocity in the uppermost layer of the 
crust [5, 471. It was proposed that to reach the sealing 
age for a given heat flow site either about 150-200 m of 

The amount of convective heat transport can be 
estimated from the difference between the observed and 
predicted heat flow [119]. Of the predicted global oce- 
anic heat flux of 32 x lo’* W, 11 f 4 x lo’* W or 34 z!- 
12% occurs by hydrothermal flow [107]. On a global 
basis -26% of the hydrothermal heat flux occurs for 
ages less than 1 Ma and -33% occurs for ages greater 
than 9 Ma (Table 4). 

Table 3. Oceanic Heat Flow Predicted from a 
Plate Model and Observed with Given Uncertainties 

due only to Data Scatter 

Average Heat Flow (mW m-*) 
Age (Ma) 

The hydrothermal water flux decreases with age and 
then is assumed to stop at the sealing age, defined when 
the observed and predicted heat flow are approximately 
equal. The fraction of mean observed heat flow to that 
expected for cooling plate models gradually rises from 
about .4 for the youngest lithosphere to about 1 in an 
approximately linear fashion until the sealing age at 
which it remains 1 thereafter. For the global heat flow 
data the sealing age is estimated at 65 f 10 Ma (Figure 
2) [1071. Because the sealing age is an average value, 
some water circulation may persist beyond it [e.g. 73, 
although the heat transfer is assumed to be primarily 
conductive. Within the uncertainties there are no 
differences for the sealing age between the major ocean 
basins [107]. 

Predicted 
(GDHl Model) 

1020 
721 
510 
204 
136 
98 
77 
66 
60 
56 
53 
51 
50 
49 
48 

Observed No. Data 

o-1 
o-2 
O-4 
4-9 

9-20 
20-35 
35-52 
52-65 
65-80 
80-95 

95-l 10 
110-125 
125-140 
140-160 
160-180 

131 f 93 79 
136 f 99 195 
128 f 98 338 
103 f 80 382 
82 f 52 658 
64 f 40 535 
60 T!C 34 277 
62 3~ 26 247 
61 f 27 398 
59 It 43 443 
57 f 20 230 
53 f 13 417 
52 f 20 224 
51 Ik 14 242 
52 rt 10 67 

Two mechanisms that may cause hydrothermal circu- from Stein and Stein [107] 
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sediment covering the basement rock is required [4] or 
the region about the site should be well sedimented (as 
characterized by the sedimentary environment 
classification of Sclater et al. [98]). The heat flow frac- 
tion for the global data set for either sites with less than 
200 m of sediment or more, or for those within the 4 
categories of sedimentary environments (from poorly to 
well-sedimented sites) show the same linear trend of 
increasing heat flow fraction with age, and within the 
uncertainties the same sealing age [107]. Hence, prob- 
ably neither -200 m of sediment nor well sedimented 
sites are necessary or sufficient for crustal sealing: the 
effect of overlying sediment appears instead to be 
secondary, and is probably most important for the 
young lithosphere. 

GLOBAL HEAT FLOW DATA 

OBSERVED/GDH 1: GLOBAL DATA 
g 1.5 
5 1 
2 0.5 
IA 0 

0 50 100 150 
AGE (Ma) 

Fig. 2. Observed heat flow versus age for the global 
data set from the major ocean basins and predictions of 
the GDHl model, shown in raw form (top) and fraction 
(bonom). Data are averaged in 2-m.y. bins. The 
discrepancy for ages < 50-70 Ma presumably indicates 
the fraction of the heat transported by hydrothermal 
flow. The fractions for ages < 50 Ma (closed circles), 
which were not used in deriving GDHl, are fit by a 
least squares line. The sealing age, where the line 
reaches one, is 65 -+ 10 Ma [107]. 

The hydrothermal circulation has profound implica- 
tions for the chemistry of the oceans, because sea water 
reacts with the crust, giving rise to hydrothermal fluid 
of significantly different composition [119, 1201. The 
primary geochemical effects are thought to result from 
the high temperature water flow observed at ridge axes 
[e.g. 311. Nonetheless, the persistence of the heat flow 
discrepancy to ages of 50-70 Ma indicates that much of 
the hydrothermal heat flux occurs away from the ridge 
axis. This lower temperature off-axial flow is thought 
to have a much smaller geochemical effect than the 
near-axis flow, based on the major element chemistry of 
the fluid [8]. 

2.4 Back-Arc Spreading, Subduction Zones and 
Accretionary Prisms 

Heat flow measurements across western Pacific sub- 
duction zones show patterns of low values from the 
trench axis to the volcanic arc, high and variable values 
over the volcanic zone and values in the back arc region 
similar to those for the major ocean basins of the same 
lithospheric age C3, 1161. However, the depths of mar- 
ginal basins range from that expected to -1 km deeper 
than predicted for their lithospheric ages [71, 82, 1161. 
Some of these depth anomalies may be due to lateral 
transport of heat for very small ocean basins or those 
formed with a short axis of spreading (~200 km) [18]. 
Alternatively, secondary convection associated with 
back-arc spreading may cause greater seafloor depths. 

Accretionary prisms contain accumulations of water- 
saturated sediment. Initial studies with sparsely spaced 
measurements suggested that heat flow was lower than 
average 161, 1161. More recent surveys [e.g. 36, 42, 64, 
1221 with densely-spaced measurements indicate that 
heat flow is highly variable, both within a given prism 
and for different prisms. Many regions of high heat 
flow are associated with upward advection of pore 
fluids, typically found along faults and the bottom 
decollement. This process is probably a factor control- 
ling the prism’s mechanical deformation. 

2.5 Hot Spots 
Hawaii is the type example for hotspot studies, 

because of its size and isolation from other perturbing 
processes (including ridges and other hotspots). The 
observation that heat flow on the Hawaiian swell was 
higher than that predicted for the Parsons and Sclater 
[841 model was initially treated as consistent with the 
elevated heat flow expected for a reheating model [ 113 ] 
but subsequent measurements showed that its heat flow 
hardly differs from that for lithosphere of comparable 
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Fig. 3. (top) Heat flow and heat generation for various 
heat-flow provinces. The intercept is the reduced heat 
flow and the slope is “D” value. (bottom) Plot of re- 
duced heat flow against average surface heat flow for 
the same heat-flow provinces as above. Error bars show 
standard deviation of the data sets. The diagonal line in- 
dicated reduced heat flow of 60% of the average heat 
flow, as indicated by the theory of Pollack and Chap- 
man [82]. A=Central Australia; B=Baltic Shield; 
BR=Basin and Range Province; C=Atlantic Canada; 
E=England and Wales; EU=Eastem U.S.A.; I=India; 
S=Superior Province; SN=Sierra Nevada; Y=Yilgarn 
Block (Australia). After Jessop [50]. 

ages [114] and is only slightly above that expected for 
GDHl [106]. A similar situation for the heat llow 
anomalies applies for the Bermuda [38], Cape Verde 
[33] and, Crozet [32] hotspots. Using the GDHl refer- 
ence model, the small heat flow anomaly thus favors a 
primarily dynamic origin [e.g. 701 for these swells 
rather than a largely thermal origin [e.g. 1131. The 
interpretation favoring a dynamic model is consistent 
with seismological data, which shows no evidence for a 
low velocity zone under the Hawaiian swell [1211. 

3. CONTINENTAL HEAT FLOW 

3.1 Background 
Because the oceanic lithosphere is relatively uniform 

in composition, and little heat is generated within it by 
radioactivity, oceanic heat flow is essentially a simple 
function of age described by the cooling plate model. 
In contrast, continental lithosphere is quite heterogene- 
ous in composition, due to its much longer tectonic his- 
tory. Moreover, the heat flow depends critically on 
radioactive heat production in the crust. The two pri- 
mary effects are thus that continental heat flow is pro- 
portional to the surface crustal radioactivity in a given 
region, and decreases with the time since the last major 
tectonic event 

3.2 Radioactive (Crustal) Heat Production 
The continental crust contains a relatively high den- 

sity of radioactive isotopes, primarily those of uranium, 
thorium, and potassium [109]. Hence, within a region 
the heat flow depends on (1) radioactivity in the crust, 
(2) tectonic setting, and (3) heat flux from the mantle 
below. For a given area, termed a heat-flow province, 
the measured heat flow q varies linearly with the near- 
surface radioactive heat production A, [15, 941. Thus 
we define heat flow provinces characterized by q, the 
reduced heat flow, and a slope D, such that the heat 
flow 

q=%+DA, (4) 

(Figure 3). Initially it was suggested that the D value 
represents a slab of uniform heat production [94]. How- 
ever, because differential erosion within the region 
would invalidate this explanation, the radioactive heat 
production is often treated as exponentially distributed 
with depth, z, or 

A(z) = A,,e-(&) (5) 

[55]. The reduced heat flow appears to be relatively uni- 



Table 4. Oceanic Cumulative Heat Flux 
with Uncertainties due only to Data Scatter 

Age (Ma) Predicted Observed 
1 3.6 0.4 f 0.3 
2 5.1 1.0 f 0.7 
4 7.2 1.8 2~ 1.4 
9 11.3 3.8 i 2.1 

20 15.6 6.5 It 2.7 
35 19.8 9.2 f 3.2 
52 22.7 11.5 f 3.4 
65 24.6 13.3 If: 3.5 
80 26.9 15.6 f 3.7 
95 28.5 17.3 Ik 3.9 

110 29.8 18.7 f 3.9 
125 30.6 19.5 f 3.9 
140 31.5 20.4 rt 3.9 
160 31.9 20.8 f 3.9 
180 32.0 21.0 f 3.9 

Cumulative Heat Flux (1012 W) 

from Stein and Stein [107] 

Hydrothermal 
3.2 + 0.3 
4.1 f 0.7 
5.4 f 1.4 

7.4 f 2.1 
9.1 f 2.7 

10.5 zk 3.2 
11.2 + 3.4 
11.3 f 3.5 
11.3 + 3.7 
11.2 f. 3.9 
11.1 + 3.9 
11.1 If: 3.9 
11.1 + 3.9 
11.1 + 3.9 
11.0 + 3.9 

Fig. 4. For the continental heat flow data set: (fop) Re- 
duced heat flow as a function of age since the last tecto- 
notherrnal event, for different heat flow provinces. Heat 
flow error bars are the uncertainties in reduced heat 
flow and age. BR=Basin and Range; BR’=Basin and 
Range; SEA=SE Appalachians; SN=Sierra Nevada; 
EUS=Eastem US; SP2=Superior; SP1=Superior, correct- 
ed; Bz=Brazilian coastal shield; Ba=Baltic shield; 
BM=Bohemian Massif; U=Ukraine; EW=England and 
Wales; N=Niger; Z=Zambia; Z’=Zambia; WA=Westem 
Australia; CA=Central Australia; EA=Eastem Australia; 
I1=Indian Shield; I’l=Indian Shield; 12=Archean Indian 
Shield. BR’, EA, N, Z, and Z’ were derived from as- 
sumed heat production values. (middle) Heat flow data 
averaged in groups according to age of the last tccto- 
nothermal event at each site. C=Cenozoic, M=Mesozoic, 
LPa=Late Paleozoic, EPa=Early Paleozoic, LPr=Late 
Proterozoic, EPr=Early Proterozoic, and A=Archean. 
(bottom) Heat flow data averaged in groups according to 
radiometric crustal age at each site. In each plot, mean 
heat flow values in each group are plotted as crosses at 
the mid-point of the age range; Boxes around the 
crosses indicate the age ranges for the data and standard 
deviations of the means. The number of data in each 
group are indicated by each box in parentheses. After 
Morgan [78]. 
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form within the heat-flow province and can be inter- 
preted as representing the flux from deep crustal regions 
or at the Moho. On average, the reduced heat flow for 
a province is about 0.6 of the average heat flow (Figure 
3, bottom), suggesting that about 60% of the flux comes 
from the lower crust or below [86]. 

3.3 Continental Heat Flux with Age 
Lee and Uyeda [66] lirst suggested that the continen- 

tal heat flow was age dependent. Subsequent work [e.g. 
89; 11 l] better demonstrated this relationship (Table 5). 
The heat flow within a given continent generally 
decreases with age [99]. The decrease is even clearer 
when the age used is the time since the last tectonother- 
mal event (Figure 4). As with oceanic heat flow, con- 
tinental measurements show a relatively large standard 
deviation. Local conditions such as variations in 
radioactive heat production, sedimentation, erosion, 
topography, water circulation and climate variability add 
to the uncertainties. One method of attempting to 
remove the radioactive signal is to consider the reduced 
heat flux versus age. This parameter rapidly decreases 
with tectonothetmal ages from 0 and 300 Ma (Figure 4, 
top). For older ages (Paleozoic and Pre-Cambrian) the 
reduced heat flow appears to be a relatively constant, 
about 25 mW me2 (.6 HIV) [78, 991. 

3.4 Water Circulation 
In contrast to the oceanic lithosphere, in which little 

is known about water circulation, water circulation in 
the continental crust has been intensively studied. Most 
water flow is driven by hydraulic gradients associated 
with variations in water table elevation and location of 

aquifers [e.g. 671. Near-surface hydrothermal circula- 
tion in the continental crust can also extensively redis- 
tribute heat (for example in Iceland), thus complicating 
analysis of heat flow data. For example, analysis of heat 
flow values for the Snake River PlateaurYellowstone 
hotspot are complicated by extensive ground water cir- 
culation [e.g. 201. 

3.5 Extension, Hotspots and Frictional Heating 
Transient heating of the continental lithosphere can 

occur due to tectonic processes including extension, 
hotspot reheating, and fault motion. Unlike oceanic 
hotspots where heat flow anomalies are calculated rela- 
tive to that expected for the lithospheric age, continental 
anomalies are relative to the surrounding lithosphere not 
affected by the tectonic event. For example, the Snake 
River Plain, a topographic feature resulting from intra- 
plate volcanism and massive magmatic intrusions in the 
uppermost crust starting about 16 Ma, is thought to 
mark the passage of the Yellowstone hotspot. Heat 
flow systematically increases eastward towards the 
recent volcanism from about 75-90 mW mm2 to 90-110 
mW m-*, well above the average North American 
values [16]. In Yellowstone National Park, heat flow 
measurements [79] and geochemical analysis [433 imply 
high heat loss and upper crustal temperatures in the 
most recently active region of volcanism. 

During extension or rifting of continental lithosphere, 
additional heat is added to the near surface by both 
upward advection of heat by magmatic intrusions and 
volcanism, and overall thinning of the crust. The higher 
geotherm, subsidence, and typically rapid sedimentation, 
as the lithosphere cools, facilitates the production of 

Table 5. Continental Heat Flow 

Age (Ma) 
Subaqueous continental undifferentiated 
(lakes, continental shelf and slope) 
Cenozoic sedimentary and metamorphic 
Cenozoic igneous 
Mesozoic sedimentary and metamorphic 
Mesozoic igneous 
Paleozoic sedimentary and metamorphic 
Paleozoic igneous 
Proterozoic 
Archean 

Average heat flow (mW m-*) 
77.7 If: 53.6 

63.9 f 27.5 2912 
97.0 f 66.9 3705 
63.1 f 28.2 1359 
64.2 _+ 28.8 1591 
61.0 f 30.2 403 
57.7 f 20.5 1810 
58.3 f 23.6 260 
51.5 + 25.6 963 

No. Data 
295 

From Pollack et al. [%I. 
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fossil fuels. Regions currently undergoing extension, 
such as the Basin and Range province in the western U. 
S. have higher average heat flow [e.g. 58, 773 and 
reduced heat flow compared to sites with the same aver- 
age radioactive heat generation (Figures 3 and 4). High 
heat flow is also found where Cenozoic rifting has 
formed passive margins or substantially thinned con- 
tinental crust prior to the onset of sealloor spreading 
[e.g. 221. The effect of recent volcanism is apparent 
when comparing the average heat flow of Cenozoic 
igneous regions to Cenozoic sedimentary and 
metamorphic regions. Simple models of the process of 
lithospheric extension, which may produce a rifted con- 
tinental margin or sedimentary basin [e.g. 76, 951, sug- 
gest that although heat is added to the crust, the addi- 
tional heat flow will almost completely dissipate within 
less than 100 m.y. Hence, it is not surprising that heat 
flow for igneous regions are similar to that for sedimen- 
tary and metamorphic regions of Mesozoic or Paleozoic 
ages (Table 5). 

It has been proposed that frictional heating during 
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Fig. 5: Geotherms for old oceanic [105] and old con- 
tinental lithosphere assuming a 50 mW mm2 surface heat 
flow 1861, and a solidus [104]. Radioactive heat pro- 
duction in continental crust results in lower tempem- 
tures at a given depth compared with the oceanic geoth- 
erm. Continental geothenn is calculated assuming only 
conduction, but other modes of heat transfer may be in- 
creasingly significant at depths greater than about 70 km 
B61. 

faulting may provide an additional source of heat to the 
lithosphere, proportional to the product of the velocity 
of the motion and the fault stress. The lirst such study 
for the San Andreas fault [21] suggested that the 
absence of a significant heat flow anomaly implied rela- 
tively low stresses (about 100 bars) over long periods of 
time. More recent heat flow measurements and model- 
ing [58] and recent drilling results for the Cajon Pass 
site [59] support the initial conclusion. 

4. GEOTHERMS 

Continental and oceanic lithosphere are composed of 
very different materials with different tectonic histories. 
The lithospheric thickness, which presumably varies as 
a function of age and tectonic history, can be defined 
based on different properties [e.g. 521, such as mechan- 
ical strength [e.g. 241, seismic velocity [e.g. 801, or 
thermal behavior. Possible thermal definitions include 
the region where conduction is the major heat transfer 
mechanism [e.g. 781, or the region at which tempera- 
ture are less than some fraction of the expected solidus. 

An interesting fact is that the average heat flow for 
old oceanic lithosphere and the oldest continental litho- 
sphere is approximately the same, about 50 mW mm2 
(Tables 3 and 5). Whether this approximate equality is a 
coincidence or reflects a fundamental tectonic fact is an 
interesting question. The issue is complicated by the 
challenge of estimating the geotherm given the surface 
heat flow. The oceanic geotherm within the lithosphere 
is thought to bc a straightforward calculation from the 
cooling plate model. The geotherm changes with age 
until it reaches a steady state, at which time the geoth- 
erm is essentially linear with depth, with a slope equal 
to the surface heat flow divided by the thermal conduc- 
tivity (Figure 5), because the radioactive heat produc- 
tion is small. Beneath the plate a shallow adiabatic gra- 
dient, -0.3”C/km, is generally assumed [108]. The con- 
tinental geotherm, however, depends on the assumed the 
variation of radioactive heat production with depth. 
Assuming only conductive heat transfer, steady-state 
conditions and given two boundary conditions, the sur- 
face heat flow qs and a surface temperature T,, the 
geotherm T(z) is 

T(z) = T, + $z - gz*. 

Hence for a given surface heat flow and temperature, 
the temperatures at depth will be lower the higher the 
radioactive heat production. The continental geotherm 
in Figure 5 [86] assumes a heat production of 2.5 
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10dwmm3 for the upper 8 km, an order of magnitude 
less for the lower crust and even less for the mantle 
below. The resulting geotherm suggests that the thermal 
thickness of old continental lithosphere exceeds that of 
old oceanic lithosphere. These relative thicknesses 
agree with some assessments [e.g. 521 but is opposite 
the conclusions of Sclater et al. [99, NO] who suggested 
approximate equality of the geotherms, in part due to 
their cooler oceanic model. Given the uncertainties in 
the estimated geotherms, due in large part to the largely 
unknown variation in both heat production and other 
physical properties with depth, the question of what the 
equality of old continental and oceanic heat flow means 
remains unresolved and possibly even unresolvable. 

5. GLOBAL HEAT LOSS 

Prior to the development of plate tectonics, it was 
thought that the average oceanic heat flow might be 
lower than that for the continents because the basalt of 
the oceanic crust has less radioactive isotopes compared 
to continental material. In fact, the average oceanic heat 
flow (101 mW mV2) is higher than for continents (65 
mW mb2) because of the plate cooling process. Thus 
oceanic and continental heat flow account for about 
70% and 30% respectively of the integrated surface heat 
flux (Table 6), yielding a global average of 87 mW mm2 
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the thermal evolution of oceanic 
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1975-1978, 1992. 
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Geologic Evolution of Southeast 
Asian Seas and Islands, Geophysi- 
cal Monograph Series, 23, edited 
by D. E. Hayes, pp. 319-326, Am. 
Geophys. Un., Washington, D. C., 
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Table 6. Global Heat Flow 

v 

Total global heat loss= 4.42 & 0.10 X 1013 W 
From Pollack et al. [88]. 

or a total heat loss of 4.42 x 1013 W [88]. These values 
are about 4-8% higher than previous analyses of the 
global heat flow dam set [e.g. 34, 99, 1171. The more 
diificult to estimate total heat production within the 
earth, 27.5 x 1012 W (from 3.47 x lo-* cal g-’ yf’ 
[Table 10; 109]), is often divided by the global heat 
loss, giving a value of about 0.6. This quantity, known 
as the Urey ratio, indicates that radioactivity can 
account for about 60% of the earth’s heat output, and 
hence is important for modeling the thermal evolution 
of the earth [291. 
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Composition of the Solar System, Planets, Meteorites, 
and Major Terrestrial Reservoirs 

Horton E. Newsom 

1. INTRODUCTION 

The compositions of the Sun, meteorites and planets 
provide important clues to the origin and evolution of the 
solar system, and the major fractionations involved in the 
formation of the planets. This article tabulates and discuss- 
es the current compilations of elemental abundances for the 
solar system, meteorites, and some of the terrestrial planets. 
Planetary compositions are only reported for bodies from 
which actual samples were analyzed or chemical data have 
been obtained by other means. Estimates of several authors 
are usually tabulated because the data sets used, and the 
approaches taken, are often dramatically different. The 
variability among the estimates, therefore, provides some 
idea of the uncertainties in the estimates. 

2. SOLAR SYSTEM ABUNDANCES 

The composition of the solar system was established by 
astrophysical processes, starting with the light elements, 
such as H, He and Li, produced in the Big Bang, approxi- 
mately 20 Ga ago. The heavier elements were produced 
over time by processes involving the evolution and destruc- 
tion of massive stars (primarily stars greater than 9 solar 
masses), and processes in novae, both of which enriched the 
galactic annulus containing the sun by the time the solar 
system was formed [86,19]. The formation of the solar 
svstem is best dated at 4.559 + 0.004 Ga ago, the Pb isotope 
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age of calcium aluminum rich inclusions from the Allende 
CV chondrite meteorite [73]. The formation of the solar 
system occurred by collapse of a dense molecular cloud core 
which contained the material that now makes up the planets, 
meteorites and the Sun. This relationship is indicated by the 
similarity between elemental abundance ratios for non- 
gaseous elements in the CI carbonaceous chondrites and 
abundance ratios in the sun [4, Figure 11. The CI chondrites 
are volatile-rich meteorites that consist largely of clay-like 
minerals, which have the most solar-like chemical composi- 
tions of all the primitive meteorite types (Table 1). The sun 
contains more than 99.99% of the mass of the solar system, 
and abundance ratios for many non-gaseous elements have 
been measured in the sun by spectroscopic techniques, and 
by measurements of the composition of the solar wind and 
solar energetic particles (Table 2). The composition of dust 
from comet P/Halley, as measured by the Vega and Giotto 
spacecraft is similar to CI chondrites, but enriched in the 
volatile elements H, C and N, making this the most primi- 
tive meteoritic material [46]. Comets are thought to have 
formed in the Uranus-Neptune zone or just beyond. 

Recent work on the abundances in CI meteorites by 
Dreibus et al. [22] and Spettel et al. [64] have provided 
improvements for some elements to the compilation by 
Anders and Grevesse [4], and Wasson and Kallemeyn [80]. 
The average sulfur content of CI meteorites reported by 
Anders and Grevesse [4] of 6.25% is high because of the 
inclusion of data for Ivuna, Alais and Tonk. The S abun- 
dance for Orgeil of 5.41 wt% (Table I), however, is consis- 
tent with the S/Se ratio for ail groups of carbonaceous 
chondrites [22]. Compared to the Anders and Grevesse [4] 
compilation, data from Mainz and UCLA for the elements 
Se, Au, and Ir [averaged in Table 1 as the Spettel et al., 
1 99364 compilation] show good agreement and are probably 
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somewhat better. Agreement between the averaged Mainz 
data and UCLA data, and the Anders and Grevesse [4] data 
for most of the elements is generally better than plus or 
minus 3%. Earlier compilations of CI data include Anders 
and Ebihara [3], and Palme et al. [Sl]. 

The isotopic composition of the solar system reported by 
Clark [ 181 has also been updated by Anders and Grevesse 
[4, Table 31. Some solar system material contains elements 
whose isotopic systems exhibit anomalies or evidence of 
extinct radionuclides, which have been interpreted in terms 
of different presolar contributions to the solar nebula [e.g. 
391. The origin by nuclear or chemical processes of the 
most widespread of the isotopic anomalies, the variations in 
oxygen isotopes, is still in doubt [71]. Clayton et al. [20] 
argued that two gaseous reservoirs, one “terrestrial”, one IhO 
rich, are required to explain the O-isotope variations in 
meteorites. Whatever their origin, the variations in the 
ratios of ‘70/‘h0 and ‘sO/lhO (Figure 2) is the most useful 
system for distinguishing different planetary materials. The 
terrestrial fractionation line is due to mass fractionation of 
the 0 isotopes in terrestrial materials. The carbonaceous 
chondrite anhydrous minerals line may represent mixing be- 
tween different components. The Earth and Moon fall on 
the same fractionation line, possibly indicating a close 
relationship between the two bodies. 

During the formation of the solar system, the material 
now in the terrestrial planets and meteorites lost substantial 
amounts of the gaseous elements, such as H and He. Great 
diversity in different meteorite types was established due to 
variable oxidation states in different nebula reservoirs, and 
because fractionations of different solid components led to 
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Fig. 1. Comparison of photospheric (“solar”) and solar- 
system (“meteoritic”) abundances from [4] with permission. 

C1’~0(%0 relative to SMOW) 

Fig. 2. The relationship between &I70 and 6”O for the 
Earth, Moon, and meteorites from [69] with permission. 
The terms aI70 (%o relative to SMOW) and 6”O (%OO 
relative to SMOW) refer to the ratios of ‘70/1h0 and “O/‘“O, 
expressed in parts per thousand relative to Standard Mean 
Ocean Water. 

other chemical variations. Much of the material was also 
thermally processed, resulting in chemical signatures of 
evaporation and condensation that are recorded in the 
meteorites and planets. Some of the thermal events were of 
a transient nature, resulting in the formation of the round 
silicate chondrules characteristic of most chondritic meteor- 
ites. Surprisingly, the CI chondrites do not contain chon- 
drules, but they do contain fragments of what are interpreted 
to have originally been chondrules. The thermal events 
resulted in chemical fractionations that can be best char- 
acterized by the calculated condensation temperature, which 
is a measure of volatility. These condensation temperatures 
represent the temperature at which 50% of the element 
would be condensed from a system with a bulk solar system 
composition at a given pressure (Table 1). 

The chemical elements can be classified based on their 
condensation temperature [50, Table 11: 1. The refractory 
elements (Ca, Al, Ti, Zr, REE, Ir, OS, etc.) make up about 
5% of the total condensible matter. 2. Mg-silicates (forster- 
ite Mg,SiO,, enstatite MgSiO,) and metal (FeNi) represent 
the major fraction of condensible matter. 3. Moderately 
volatile elements (Na, K, Cu, Zn, etc.) have condensation 
temperatures, from below Mg-silicate and FeNi, down to S 
(as FeS). 4. Highly volatile elements (In, Cd, Pb, etc) have 
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condensation temperatures below FeS. Variations in the 
abundances of these different groups of elements are also 
characteristic of the different meteorite groups. 

Meteorites can be divided into two major types, chon- 
drites, which never experienced wholesale melting after 
accretion from the solar nebula, and achondrites, which are 
igneous rocks that are thought to be the result of melting 
and crystallization on their parent asteroids. Classification 
schemes from Wasson [79] are shown in Tables 4 and 5, 
and also discussed by Sears and Dodd [62]. Data for some 
types of chondritic meteorites other than CI are listed in 
Table 6. [80]. The CI, CM, CO, CK and CV chondrites are 
called carbonaceous chondrites, because of their dark 
appearance and high C content. These meteorites are also 
highly oxidized, The CI chondrites contain essentially no 
iron metal. The H, L and LL chondrites are called the 
ordinary chondrites because they are the most abundant 
types of meteorites in the world’s collections; they are also 
intermediate in oxidation state. The EH and EL chondrites 
are highly reduced enstatite chondrites, which contain 
essentially no oxidized iron. Several new types of chond- 
ritic meteorites are in the process of being characterized. 
Data for a limited number of elements for the CK (Karoon- 
da-type) carbonaceous chondrites are listed in Table 6 [36]. 
The CK meteorites have refractory enrichments intermediate 
between the CV and CO, CM classes. Their oxygen iso- 
topes are similar to CO chondrites, and the olivine composi- 
tions range from Fa 29-33 [36]. Other groups of chondrites 
are the CR (Renazzo-type) carbonaceous chondrites [83, 131, 
the R (Carlisle Lakes) chondrites, which have more affini- 
ties with ordinary and enstatite chondrites [61], the Kakan- 
gari-type chondrites [84] and the Bencubbin-Weatherford 
chondrites [85]. The CH chondrites (ALH85085, ACFER 
182, and paired samples ACFER 207 and ACFER 214) are 
enriched in Fe metal and siderophile elements [ 131. 

Chondritic meteorites provide information about the 
chemical fractionations and processes that occurred in the 
solar nebula, and the nature of the building blocks for the 
planets [37, part 71. Solar system material has been affected 
by different fractionation processes during the formation of 
the solar system, and within the terrestrial planets [50]. 
These fractionations were caused by variations in the 
abundance of refractory components, olivine, iron metal, and 
loss of volatile elements during condensation or heating. 
Refractory elements vary by a factor of two within chond- 
ritic meteorites due to variations in high temperature 
condensates, such as Ca, Al-rich inclusions in carbonaceous 
chondrites. Variations of MglSi ratios by 30% in chondrites 
are ascribed to fractionation of olivine. The depletion of 
volatile elements relative to CI chondrite abundances is 
observed in chondritic meteorites, and in the compositions 

siderophile elements (elements with an affinity for iron 
metal) are enriched or depleted by a factor of two between 
the metal-depleted LL chondrites and the metal-enriched CH 
chondrites [ 131. Siderophile element abundances are often 
depleted in differentiated bodies because of core formation. 
Figure 3 illustrates the depletions of volatile elements in the 
CM chondrites and the Bulk Silicate Earth (BSE) composi- 
tion. The additional depletion of siderophile elements (both 
refractory and volatile) in the BSE due to core formation is 
evident in Figure 3. 

3. ASTEROIDS 

Meteorites are thought to come from parent bodies in the 
asteroid belt between Mars and Jupiter (exceptions include 
the SNC meteorites, probably from Mars, see below, and 
lunar meteorites). Spectrophotometry of asteroids has 
resulted in the development of classification schemes which 
reflect the chemical and mineralogical nature of the aster- 
oids. The possible connection between known meteorite 
types and asteroid spectral types is described in Table 7. 
An unanswered question is whether these meteorites 
originally accreted in the asteroid belt, or whether their 
parent asteroids were transported from other parts of the 
solar system to the asteroid belt and stored in their present 
location? The regular distribution of asteroid types in the 
asteroid belt (Figure 4) suggests that the asteroids have not 

CM chondritcs 

Cithophlles Bulk 
S~lmte Earth 

Siderophiles Bulk 
SIllcab Earlh 

0001 i : / : I 

400 900 1400 1900 

Condensation Temperature(K) 

Fig. 3 Plot of the log ratio of the abundance of all elements 
in CM chondrites (Table 2) and in the Bulk Silicate Earth 
[56, Table 71, normalized to CI chondrites [4, Table 11, and 
plotted versus the 50% condensation temperature of the ele- 
ments at 10e4 atm total pressure, a measure of the volatility 
of the elements [80]. The figure illustrates the depletion of 
volatile elements in the CM chondrites and the Bulk Silicate 
Earth, as well as the additional depletion of siderophile ele- 

of differentiated planets and asteroids. The abundances of ments in the Bulk Silicate Earth. 
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been widely transported, which implies that the meteorites 
in our collections are probably originally derived from a 
limited portion of the solar system. 

The achondrite meteorites are igneous rocks and include 
several varieties. The Howardite, Eucrite and Diogenite 
clan, which are thought to come from the same parent body, 
called either the HED parent body, or the Eucrite Parent 
Body (EPB). The Eucrite meteorites are basalts containing 
plagioclase and pyroxene, the Diogenites are ultramafic 
rocks containing pyroxene and olivine, while the Howardites 
are brecciated mixtures of material similar to Eucrites and 
Diogenites. Thus the EPB meteorites represent portions of 
the parent bodies’ crust. The EPB meteorites record 
evidence of core formation and igneous processes that 
occurred soon after the formation of the solar system [30]. 
Lead isotope data suggest that the EPB samples crystallized 
shortly after the formation of the most primitive meteorites. 
For example, data for the Juvinas eucrite suggests a melting 
age of 4.539 Z!Z 0.004 Ga, only 20 Ma after the formation of 
the Allende carbonaceous chondrite. 

The bulk composition of the Eucrite Parent Body has 
been estimated (Table S), although the lack of mantle rocks 
from the EPB is a great handicap. Dreibus and Wanke [23] 
estimated the bulk composition by using mixing diagrams 
for EPB meteorites to obtain a composition with chondritic 
ratios of the refractory elements, which was then added to 
an olivine composition. The Vizgirda and Anders [74] and 
Hertogen et al. [29], and Morgan et al. [45] compositions 
were obtained by using fractionation factors from the Moon 
and Earth, which relate the composition of basalts to the 
bulk composition by the processes of core and crust forma- 
tion. Consolmagno and Drake [21] calculated a metal free 
bulk composition based on trace element constraints for the 
mode of the eucrite source regions and mineral compositions 
from the work of Stolper [66]. Jones [33] modeled the bulk 
composition as a mixture of 25% eucrite and 75% olivine. 
Estimates of the amount of metal in the parent body, based 
on the depletions of siderophile elements in eucrites, 
include: 8% Hertogen et al. [29], 12.9% Morgan et al. [45], 
and 20% - 40% Hewins and Newsom [30]. 

4. TERRESTRIAL PLANET COMPOSITIONS 

In-situ chemical measurements have been made for all of 
the terrestrial planets except Mercury. Several Soviet 
Venera and Vega landers made chemical analyses of the 
surface of Venus. For the Moon, we have samples returned 
by United States manned and Soviet unmanned spacecraft, 
as well as lunar meteorites. For Mars we have the United 
States Viking lander measurements, and the SNC meteorites, 
which are thought to come from Mars. The properties of 
the Moons of Mars: density, albedo, color and spectral 

reflectivity are similar to C-type asteroids, although their 
origin as captured asteroids is not completely certain [16]. 
The relationship between the esitimated compositions of the 
planets and the solar system composition, provide clues to 
the formation of the planets. For example, the high me- 
tal/silicate ratio for Mercury and the low ratio for the Moon 
suggests the role of giant impacts. 

4.1. Mercury, Venus 
The compositions of Mercury and Venus are not well 

known (Table 9). For Mercury the available data includes 
density information and very limited spectroscopic informa- 
tion suggesting a low Fe0 content (< 5.5 wt%) [26]. The 
high mean density of Mercury (5.43 g cmm3) sets this planet 
apart from the other terrestrial planets, and implies an iron 
rich core making up 65 wt% to 68 wt% of the planet [7]. 
Based on this information and cosmochemical constraints, 
several authors have come to the conclusion that the high 
density probably cannot’have been produced by a simple 

b 

2.0 3.0 4.0 5.0 
A (AU) 

Fig. 4. Occurrence in the asteroid belt of asteroid spectral 
types from [12] with permission. (a) Distribution of the 
taxonomic types of Tholen [72], plus K class of Bell [ll]. 
The actual heliocentric locations of the individual V, T, A, 
R and K asteroids are indicated by tick marks. (b) Distribu- 
tion in the asteroid belt of the asteroid superclasses of Bell 
[IO]. The assumption, however, that the S-type meteorites 
are differentiated, and that T, B, G and F types are meta- 
morphic is still very speculative. 
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accretion model [e.g. 40, 2.51. This has led to giant impact 
models, such as the vaporization model of Fegley and 
Cameron [25] which involves a giant impact that strips off 
much of the silicate mantle of Mercury. 

An estimate of the bulk composition of Venus based on 
cosmochemical grounds [44] is also listed in Table 9. 
Chemical analyses of the Venus surface have been obtained 
by spacecraft of the former Soviet Union and the chemistry 
of the surface has been considered at length [8, 241, but this 
data has not yet been incorporated into models of the bulk 
planetary composition. Goettel [26] has also estimated the 
composition of the core of Mercury as 88-91 wt% Fe, 6.5 
7.5 wt% Ni, and 0.5-5 wt% S. 

4.2. Mars (SNC parent body) 
Information on the composition of the silicate portion of 

Mars is based on cosmochemical models, and on the 
composition of the Shergottite, Nakhlite and Chassignite 
meteorites (SNC’s) (Table 10). The martian origin of the 
SNC’s is strongly supported by their young ages (about 1.3 
B.Y.), and the similarity of their trapped Ar and Xe isotopic 
compositions to measurements of the martian atmosphere by 
Viking [52]. The composition of Wanke and Dreibus [76] 
is based on element ratios in the SNC meteorites. Ander- 
son’s model [5] is based on a mixture of 75% type 3 carbo- 
naceous chondrites and 25% ordinary chondrites, which was 
chosen in order to obtain a metal core composition consis- 
tent with geophysical parameters for Mars. Morgan and 
Anders [55] used the abundances of index elements obtained 
from orbital gamma-ray observations, Viking observations, 
and geophysical constraints, in order to relate the composi- 
tion of the planet to chondrites via four nebular fractionation 
processes. The composition of Ringwood [55] consists of 
a mixture of 30% of a low-temperature condensate, repre- 
sented by the Orgeuil CI chondrite, and 70% of a high- 
temperature devolatilized metal-rich component. For 
additional data on Mars, including mineralogical models, see 
Longhi et al. [41]. 

4.3. Moon 
The chemistry of the Moon has been extensively studied 

based on remote sensing and on the lunar samples returned 
from the Moon by the Apollo astronauts, the unmanned 
Luna probes by the former U.S.S.R. and from lunar meteor- 
ites. Detailed chemical information for a large number of 
different types of lunar material is summarized in the Lunar 
Source Book [28]. Compared to the Earth, the Moon has a 
very low volatile element content and a higher Fe0 content. 
The Moon has a low mean density of 3.34 g cm.3 implying 
a low iron content. The existence of a lunar metal core has 
not been conclusively proven, although substantial indirect 
geophysical data supports the presence of a small core of 

350-500 km radius [35]. Constraints due to the lunar 
properties mentioned above, and the angular momentum of 
the Earth-Moon system have led to a theory for the origin 
of the Moon by a giant impact of a Mars-sized planet into 
the Earth [48]. Table 11 contains estimates of the bulk 
silicate composition of the Moon, and an estimate of the 
composition of the lunar highlands crust. Anders [2] used 
a cosmochemical approach involving 6 components to 
estimate the bulk Moon composition, and estimated a metal 
content of 6.1% and a troilite content of 1 .l%. The O’Neill 
[49] composition consists of 82.5% of the present Earth’s 
mantle, 0.2% of “Hadean matte” (Fe-Ni-S-O liquid), 13.3% 
volatile free CI material, and 4% H chondrite material. The 
Taylor [68] composition is based on heat flow, density data, 
the composition of the highland crust, and elemental ratios 
in lunar samples. Taylor [68] also estimated a metal content 
of 2.3%. Wanke et al. [78] used a mixing model for lunar 
highlands samples between lunar anorthosites and a “prima- 
ry component”. The primary component consists of a 
refractory and non-refractory component in the ratio of 21 
to 79. For the bulk Moon, a composition was derived 
consisting of a 50-50 mixture (constrained by the lunar K/La 
ratio) of the refractory and non-refractory portions. The 
metal content was also estimated at 1.5%. The bulk silicate 
composition estimated by Jones and Delano [34] is based on 
a mixture of an early olivine residuum, a later olivine 
cumulate, and a primitive liquid composition from pristine 
lunar glasses. Ringwood et al. [57] used a mixture of a 
komatiite component (essentially the primary component of 
Wanke et al. [78]), and its liquidus olivine composition. 

4.4. Earth 
The Earth is the best studied planet, although the compo- 

sition of the bulk Earth, and its major parts are still uncer- 
tain for many elements. The bulk composition of the 
silicate portion of the Earth is broadly chondritic in compo- 
sition, but no presently identified chondrite type represents 
an exact match [69]. The Earth is divided into several 
major parts, including the core (32 wt%), lower mantle (48 
wt%), upper mantle (20 wt%), and continental crust (0.4 
wt%). The composition of the Bulk Silicate Earth is based 
on samples available for chemical analysis from the upper 
mantle and crust. The continental crust can also be divided 
into upper and lower parts. The composition of the ancient 
continental crust has also been investigated in order to study 
the chemical evolution of the crust with time. The composi- 
tions of the different reservoirs in the Earth provides clues 
to the major processes involved in the evolution of the 
Earth, such as core formation and the formation of the 
continental crust. The composition of the continental crust 
is also important for determining the bulk abundance in the 
Earth because many incompatible elements, which are 
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concentrated in the continental crust. The continental crust, 
for example, may contain more than 80% of the highly 
mobile elements Cs, Cl, and Br [77]. This type of data has 
even been extended by some authors to include estimates of 
the enrichment of some elements in ore deposits relative to 
the continental crust [ 15,421. 

4.4.1. Core. The Earth’s core consists largely of Fe- 
metal, along with Ni and Co, in the same ratio to Fe as 
observed in solar system material, such as the CI chondrites 
(approximately 5.8 wt% Ni, 0.3 wt% Co, Table 12). These 
compositions are observed in iron meteorites, which are 
thought to be the cores of melted asteroids that formed at 
relatively low pressures. However, geophysical evidence 
indicates that the Earth’s metal core is 10% less dense than 
pure Fe-Ni-Co, indicating the presence of a significant 
amount of a light element which is not observed in iron 
meteorites. The presence of the light element may be due 
to processes that only occur at very high pressures within 
the Earth. The nature of this light element is currently 
controversial, with the main candidates being oxygen or 
sulfur. A recent estimate of Ahrens and Jeanloz [l] assum- 
ing sulfur is the light element, gives a sulfur content of 11 
+ 2%, based on experimental evidence. Experimental work 
at pressures approximating the core mantle boundary has 
shown that high pressure mantle minerals, such as (Mg, 
Fe)SiO, perovskite, will react chemically with iron to form 
alloys [38]. This experimental result may explain the light 
element component, and the existence of the D” (D-double- 
prime) layer at the core mantle boundary observed in 
seismic studies. Such reactions could be changing the 
composition of the core over time. 

4.42 Bulk Silicate Earth (primitive mantle). The 
composition of the silicate portion of the Earth (the mantle 
plus .crust) has been estimated based on measurements of 
upper mantle and crustal rocks (Table 13). The composition 
of the upper mantle is surprisingly homogeneous for many 
elements. Elements that are compatible in mantle minerals, 
such as Co and Ni, have abundances in primitive mantle 
nodules that do not vary by more than plus or minus 10% 
[6.5]. The abundances of poorly known incompatible 
elements can be determined relative to well known incom- 
patible elements. For example, MO is constant within plus 
or minus a factor of two relative to the light rare earth 
element Ce in terrestrial basalts [47]. The composition of 
Anderson [6] is a mixture of five components, ultramafic 
rocks, orthopyroxene, Mid-ocean Ridge Basalt (MORB), the 
continental crust, and kimberlite, combined to achieve 
chondritic relative abundances of refractory elements. 
Taylor and McLennan [70] used a mixture of cosmochemi- 
cal components for refractory elements, crustal data for 
volatile elements and mantle nodule data for siderophile 

element data. The Ringwood [56] “pyrolite” primitive 
mantle composition is based on complementary composi- 
tions of melts and residual mantle material. A similar 
approach was used by Sun [67]. Wanke et al. [77], updat- 
ing Jagoutz et al. [32] have used the composition of mantle 
nodules to represent the depleted upper mantle, combined 
with a continental crust composition. Zindler and Hart [89] 
used ratios of refractory elements in lherzolites together with 
cosmochemical constraints. The bulk Earth composition of 
Morgan and Anders [44] used 7 cosmochemical components 
constrained by the mass of the core, the U and Fe abun- 
dance, and the ratios K/U, Tl/U, FeO/MnO. 

4.4.3. Bulk Continental Crust. Estimates of the compo- 
sition of the continental crust are listed in Table 14. The 
bulk continental crustal composition of Taylor and McLen- 
nan [70] (their Table 3.5) is comprised of 75% of their 
Archean crustal composition (Table 9) and 25% of their 
Andesite model (Table 9), to represent the relative contribu- 
tions of Archean and Post-Archean crustal growth processes. 
A similar approach was taken by Weaver and Tarney [81], 
who combined composition estimates for the upper crust, 
Archean middle crust, Archean lower crust and post-Arch- 
ean middle and lower crust in the proportions 8:3:9:4. 

Other estimates of the composition of the continental crust 
include those of Holland and Lambert [3 11, Poldevaart [53], 
Ronov and Yaroshevsky [59], Ronov and Migdisov [60], 
and Wedepohl [82]. For a summary of other major element 
estimates of the composition of the bulk continental crust 
see Table 3.4 in Taylor and McLennan [70]. 

4.4.4 Other crustal abundances. The continental crust 
can be broken down into other divisions that provide useful 
constraints in terms of the formation of the continental crust 
(Table 15). The composition of the upper continental crust 
estimated by Taylor and McLennan [70] is based on 
sampling programs in the Canadian shield for major 
elements, and analyses of sedimentary rocks for trace 
elements. Rare-earth distributions of a composite of 40 
North American shales were compiled by Haskin et al. [27] 
to approximate the composition of the upper continental 
crust. The lower continental crust composition of Taylor 
and McLennan [70] is based on their bulk continental 
crustal composition, from which their upper continental 
crustal composition (Table 15) has been subtracted. The 
composition of the bulk Archean continental crust estimated 
by Taylor and McLennan 1701, is based on a mixture of 
basic and felsic rocks consistent with the observed heat 
flow. Taylor and McLennan [70] present a composition for 
the post-Archean continental crust, the “Andesite model”, 
which is based on the average composition of erupted 
material at island arcs. 
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TABLE 1. Solar-System abundances of the Elements Based on Meteorites and Condensation Temperatures 

Element Solar System Uncertainity CI Chondr. CI Chondr. CI Chondr. Calculated 

atoms/106Si s (%I Anders & Wasson & Spettel et al. Condensation 

Anders & Grevesse Kallemeyn [ 1993164 Temp at 10m4 atm 
Grevesse [ 1 98914 [198914 [19881go Wasson [ 1985]79 

1 H 

2 He 
3 Li 
4 Be 
5 B 

6 C 

7 N 

8 0 
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18 Ar 
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22 Ti 
23 V 

24 Cr 
25 Mn 

26 Fe 
27 Co 

28 Ni 
29 Cu 
30 Zn 
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34 Se 
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38 Sr 
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TABLE 1. (Continued) 

Element Solar System Uncertainity CI Chondr. CI Chondr. CI Chondr. Calculated 
atoms/l 06Si s (%) Anders & Wasson & Spettel et al. Condensation 
Anders & Grevesse Kallemeyn [ 199317 Temp at 10V4 atm 
Grevesse [ 198914 [1989]4 [ 198818 Wasson [1985]16 

45 Rh 0.344 8 
46 Pd 1.39 6.6 
47 Ag 0.486 2.9 
48 Cd 1.61 6.5 
49 In 0.184 6.4 
50 Sn 3.82 9.4 
51 Sb 0.309 18 
52 Te 4.81 10 
53 I 0.90 21 
54 Xe 4.7 20 
5.5 cs 0.372 5.6 
56 Ba 4.49 6.3 
57 La 0.4460 2.0 
58 Ce 1.136 1.7 
59 Pr 0.1669 2.4 
60 Nd 0.8279 1.3 
62 Sm 0.2582 1.3 
63 Eu 0.0973 1.6 
64 Gd 0.3300 1.4 
65 Tb 0.0603 2.2 
66 Dy 0.3942 1.4 
67 Ho 0.0889 2.4 
68 Er 0.2508 1.3 
69 Tm 0.0378 2.3 
70 Yb 0.2479 1.6 
71 Lu 0.0367 1.3 
72 Hf 0.154 (1.9) 
73 Ta 0.0207 1.8 
74 w 0.133 5.1 
75 Re 0.0517 9.4 
76 OS 0.675 6.3 
77 Ir 0.661 6.1 
78 Pt 1.34 7.4 
79 Au 0.187 15 
80 Hg 0.34 12 
81 Tl 0.184 9.4 
82 Pb 3.15 7.8 
83 Bi 0.144 8.2 
90 Th 0.0335 5.7 
92 U 0.0090 8.4 

134 ppb 
560 ppb 
199 ppb 
686 wb 
80 ppb 
1720 ppb 
142 wb 
2320 ppb 
433 mb 
_ -- _ _ -- _ 

187 ppb 
2340 ppb 
234.7 ppb 
603.2 ppb 
89.1 ppb 
452.4 ppb 
147.1 ppb 
56.0 wb 
196.6 ppb 
36.3 ppb 
242.7 ppb 
55.6 ppb 
158.9 ppb 

24.2 ppb 
162.5 ppb 

24.3 ppb 
104 mb 
14.2 wb 
92.6 ppb 
36.5 ppb 
486 wb 
481 ppb 
990 wb 
140 ppb 
258 ppb 
142 ppb 
2470 ppb 
114 mb 
29.4 ppb 
8.1 wb 

134 
560 
208 
650 
80 
1720 
153 
2400 
500 
__-_ 
183 
2300 
236 
616 
92.9 
457 
149 
56.0 
197 
35.5 
245 
54.7 
160 
24.7 
159 
24.5 
120 
16 
100 
37 
490 
460 
990 
144 
390 
142 
2400 
110 
29 
8.2 

---- 

---- 
247 
_--- 

-_-- 
145 
57 
____ 
____ 
253 

____ 

162 
26 
____ 

____ 
---- 
486 
459 
___- 
152 

____ 

1391 K 
1334 K 
952 K 
-_-- 
__-- 
720 K 
912K 
680 K 
____ 
____ 
---- 
-_-- 
1520 K 
1500K 
1532K 
1510K 
1515 K 
1450 K 
1545 K 
1560 K 
1571 K 
1568 K 
1590 K 
1545 K 
1455 K 
1597 K 
1652 K 
-1550 K 
1802K 
1819 K 
1814K 
1610 K 
1411 K 
1225 K 
---- 
____ 
--_- 
____ 
1545 K 
1420 K 
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TABLE 2. Abundances in the Solar Photosphere 

(10gNH=12)[~] 

Element Photosphere* Meteorites? Phot.-Met* 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
44 
4.5 
46 
47 
48 
49 
50 
51 

H 
He 
Li 
Be 
B 
C 
N 
0 
F 
Ne 
Na 

Mg 
Al 
Si 
P 
S 
Cl 
Ar 
K 
Ca 
SC 
Ti 
V 
Cr 
Mn 
Fe 
co 
Ni 
CU 
Zn 
Ga 
Ge 
AS 
Se 
Br 
Kr 
Rb 
Sr 
Y 
Zr 
Nb 
MO 
RU 
Rh 
Pd 

Ag 
Cd 
In 
Sn 
Sb 

12.00 -_-- 
[ 10.99 +0.035] 
1.16 +O.l 
1.15 20.10 
(2.6 kO.3) 
8.56 kO.04 
8.05 20.04 
8.93 kO.035 
4.56 20.3 
[8.09 ro. 101 
6.33 kO.03 
7.58 kO.05 
6.47 kO.07 
7.55 kO.05 
5.45 ~(0.04) 
7.21 kO.06 
5.5 kO.3 
[6.56 &O. 1 O] 
5.12 kO.13 
6.36 kO.02 
3.10 k(O.09) 
4.99 kO.02 
4.00 kO.02 
5.67 kO.03 
5.39 kO.03 
7.67 kO.03 
4.92 kO.04 
6.25 kO.04 
4.21 rtO.04 
4.60 kO.08 
2.88 *(O. 10) 
3.41 +o. 14 
____ _--- 
--__ ---- 
-_-_ ____ 
-_-_ ____ 

2.60 k(O.15) 
2.90 20.06 
2.24 rto.03 
2.60 kO.03 
1.42 kO.06 
1.92 kO.05 
1.84 kO.07 
1.12 kO.12 
1.69 +0.04 
(0.94 kO.25) 
1.86 kO.15 
(1.66 kO.15) 
2.0 k(O.3) 
1.0 k(O.3) 

[ 12.001 
[ 10.991 
3.31 io.04 
1.42 kO.04 
2.88 _+0.04 
[8.56] 
[8.05] 
[8.93] 
4.48 kO.06 
[8.09 +O.lO] 
6.31 kO.03 
7.58 kO.02 
6.48 20.02 
7.55 kO.02 
5.57 +0.04 
7.27 kO.05 
5.27 +0.06 
[6.56 +-0.101 
5.13 kO.03 
6.34 kO.03 
3.09 kO.04 
4.93 kO.02 
4.02 kO.02 
5.68 kO.03 
5.53 kO.04 
7.51 rto.01 
4.91 20.03 
6.25 kO.02 

4.27 kO.05 
4.65 kO.02 
3.13 kO.03 
3.63 20.04 
2.37 kO.05 
3.35 kO.03 
2.63 kO.08 
3.23 kO.07 
2.40 ~0.03 
2.93 kO.03 
2.22 kO.02 
2.61 +0.03 
1.40 kO.01 
1.96 kO.02 
1.82 kO.02 
1.09 kO.03 
1.70 kO.03 
1.24 kO.01 
1.76 +0.03 
0.82 kO.03 
2.14 +0.04 
1.04 kO.07 

____ 
---- 
-2.15 
-0.27 
(-0.28) 
---_ 
____ 
-_-- 

+0.08 
---- 

+0.02 
0.00 
-0.01 
0.00 
-0.12 
-0.06 
+0.23 
____ 

-0.01 
+0.02 
+O.Ol 
+0.06 
-0.02 
-0.01 
-0.14 
+0.16 
+O.Ol 
0.00 

-0.06 
-0.05 
-0.25 
-0.22 
---_ 
____ 
____ 
____ 

+0.20 
-0.03 
+0.02 
-0.01 
+0.02 
-0.04 
+0.02 
+0.03 
-0.01 
(-0.30) 
+O.lO 
(+0.84) 
-0.14 
-0.04 
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TABLE 2. (Continued) 

Element Photosphere* Meteorites? Phot.-Met* 

52 
53 
54 
55 
56 
57 
58 
59 
60 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
90 
92 

Te 
I 
Xe 
CS 
Ba 
La 
Ce 
Pr 
Nd 
Sm 
Eu 
Gd 
Tb 
DY 
Ho 
Er 
Tm 
Yb 
Lu 
Hf 
Ta 
W 
Re 
OS 
Ir 
Pt 
Au 
Hg 
Tl 
Pb 
Bi 
Th 
U 

____ 

---- 
---- 
2.13 
1.22 
1.55 
0.71 
1.50 
1 .oo 
0.51 
1.12 
(-0.1 
1.1 
(0.26 
0.93 
(0.00 
1.08 
(0.76 
0.88 
____ 
(1.11 
---- 
1.45 
1.35 
1.8 
(1.01 
___- 
(0.9 
1.85 
---- 
0.12 
(<-0.47) 

-__- 

-_-. 
____ 
kO.05 
kO.09 
+0.20 
kO.08 

kO.06 
kO.08 
kO.08 
+0.04 
kO.3) 
kO.15 
+O. 16) 
+_0.06 
kO.15) 
k(O.15) 
kO.30) 
k(O.08) 
__-- 
kO.15) 
-_-- 
kO.10 
k(O. 10) 
kO.3 
kO.15) 

kO.2) 
kO.05 
---- 
k(O.06) 
-0.49 +0.04 

2.24 kO.04 
1.51 kO.08 
2.23 kO.08 
1.12 kO.02 
2.21 kO.03 
1.20 kO.01 
1.61 ztO.01 
0.78 +O.Ol 
1.47 +O.Ol 
0.97 kO.01 
0.54 kO.01 
1.07 kO.01 
0.33 kO.01 
1.15 aO.O1 
0.50 kO.01 
0.95 kO.01 
0.13 +O.Ol 
0.95 kO.01 
0.12 kO.01 
0.73 kO.01 
0.13 20.01 
0.68 kO.02 
0.27 kO.04 
1.38 kO.03 
1.37 kO.03 
1.68 +0.03 
0.83 kO.06 
1.09 kO.05 
0.82 kO.04 
2.05 kO.03 
0.71 kO.03 
0.08 kO.02 
____ 

____ 
____ 
---- 
---- 
-0.08 
+0.02 
-0.06 
-0.07 
+0.03 
-0.03 
-0.03 
+0.05 
(-0.43) 
-0.05 
(-0.24) 
-0.02 
(-0.13) 
+0.13 
(+0.64) 
+0.15 
____ 
(+0.43) 
____ 
+0.07 
-0.02 
+0.12 
(+O. 18) 
-_-- 
(+0.08) 
-0.20 
____ 
+0.04 
_--_ 

* Values in parentheses are uncertain. 
t Values in brackets are based on solar or other astronomical data. 
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TABLE 3. Abundance of the Nuclides (Atoms/lo6 Si)14] 

Element, A Atom 
Percent 

Process* Abund.? Element, A Atom 
Percent 

Process* Abund.t 

1H 

2He 

3 Li 

4 Be 
5B 

6C 

7N 

80 

9F 

10 Ne 

11 Na 

12 Mg 

13 Al 

14 Si 

15 P 

16 S 

17 Cl 

18 Ar 

19 K 

20 Ca 

1 99.9966 ____ 

2 0.0034 U 

3 0.0142 U,h? 

4 99.9858 U,h 
6 7.5 X 
7 92.5 U,x,h 
9 100 X 
10 19.9 X 
11 80.1 X 

12 98.90 He 

13 1.10 W 

14 99.634 H 

15 0.366 RN 

16 99.762 He 

17 0.038 NJ 

18 0.200 He,N 
19 100 N 

20 92.99 C 

21 0.226 C,Ex 

22 6.79 He,N 

23 100 C,Ne,Ex 

24 78.99 N,Ex 

25 10.00 Ne,Ex,C 

26 11.01 Ne,Ex,C 

27 100 Ne,Ex 

28 92.23 0,Ex 

29 4.67 Ne,Ex 

30 3.10 Ne,Ex 

31 100 Ne,Ex 

32 95.02 0,Ex 

33 0.75 Ex 

34 4.21 0,Ex 

36 0.02 Ex,Ne,S 
35 75.77 Ex 
37 24.23 Ex,C,S 

36 84.2 Ex 

38 15.8 0,Ex 
40 ---- S,Ne 
40 _____ ---_ 

39 93.2581 Ex 
40 0.01167 S,Ex,Ne 
40 ____ ____ 

41 6.7302 Ex 

40 96.941 Ex 

2.79~10~~ 

9.49x105 

3.86~10~ 

2.72~10~ 
4.28 
52.82 
0.73 
4.22 
16.98 

9.99x106 

1.11x105 

3.12~10~ 

1.15x104 

2.37~10~ 

9.04x103 

4.76~10~ 
843 

3.20~10~ 

7.77x103 

2.34~10~ 

5.74x104 

8.48~10~ 

1.07x105 

1.18~10~ 

8.49~10~ 

9.22~10~ 

4.67~10~ 

3.10x104 

1.04x104 

4.89~10~ 

3.86~10~ 

2.17~10~ 

1.03x102 
2860 
913 

8.50~10~ 

1.60~10~ 
26 
25+14 
3516 
0.440 
5.48 
253.7 

5.92~10~ 

21 SC 
22 Ti 

23 V 

24 Cr 

25 Mn 

26 Fe 

27 Co 

28 Ni 

29 Cu 

30 Zn 

31 Ga 

32 Ge 

33 As 

34 Se 

42 0.647 Ex,O 

43 0.135 Ex,C,S 

44 2.086 Ex,S 

46 0.004 Ex,C,Ne 
48 0.187 E,Ex 
45 100 Ex,Ne,E 
46 8.0 Ex 
47 7.3 Ex 
48 73.8 Ex 

49 5.5 Ex 

50 5.4 E 

50 0.250 Ex,E 

51 99.750 Ex 

50 4.345 Ex 

52 83.789 Ex 

53 9.501 Ex 
54 2.365 E 

55 100 Ex,E 

54 5.8 Ex 

56 91.72 Ex,E 

57 2.2 E,Ex 

58 0.28 He,E,C 

59 100 EC 

58 68.27 E,Ex 

60 26.10 E 

61 1.13 E,Ex,C 

62 3.59 E,Ex,O 

64 0.91 Ex 

63 69.17 Ex,C 

65 30.83 Ex 

64 48.63 Ex,E 

66 27.90 E 

67 4.10 ES 
68 18.75 ES 
70 0.62 ES 

69 60.108 S,e,r 

71 39.892 S,e,r 
70 20.5 S,e 
72 27.4 S,e,r 
73 7.8 e,s,r 
74 36.5 e,s,r 
76 7.8 E 
75 100 Rs 

74 0.88 P 

395 

82.5 

1275 

2.4 
114 
34.2 
192 
175 
1771 

132 

130 

0.732 

292 

587 

1.131x104 

1283 
319 

9550 

5.22~10~ 

8.25~10~ 

1 .98x104 

2.52~10~ 

2250 

3.37x104 

1.29~10~ 

557 

1770 

449 

361 

161 

613 

352 

51.7 
236 
7.8 

22.7 

15.1 
24.4 
32.6 
9.28 
43.4 
9.28 
6.56 

0.55 
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TABLE 3. (Continued) 

Element, A Atom 
Percent 

Process* Abund. t Element, A Atom 
Percent 

Process* Abund.? 

76 
77 
78 
80 
82 

35 Br 79 
81 

36 Kr 78 
80 
82 
83 
84 
86 

37 Rb 85 
87 
87 

38 Sr 84 
86 
87 
87 
88 

39 Y 89 
40 Zr 90 

91 
92 
94 
96 

41 Nb 93 
42 MO 92 

94 
95 
96 
97 
98 
100 

44 Ru 96 
98 
99 
100 
101 
102 
104 

45 Rh 103 
46 Pd 102 

132 
134 
136 

55 cs 133 
56 Ba 130 

132 
134 

9.0 S,P 
7.6 R,s 
23.6 R,s 
49.7 Rs 
9.2 R 
50.69 Rs 
49.31 Rs 
0.339 P 
2.22 SP 
11.45 S 
11.47 KS 
57.11 RS 
17.42 S,r 
72.165 R,s 
27.835 S 
---_ 
0.56 
9.86 
7.00 
---- 
82.58 
100 
51.45 
11.22 
17.15 
17.38 
2.80 
100 
14.84 
9.25 
15.92 
16.68 
9.55 
24.13 
9.63 
5.52 
1.88 
12.7 
12.6 
17.0 
31.6 
18.7 
100 
1.020 
26.50 
9.76 
7.94 
100 
0.106 
0.101 
2.417 

-_-_ 
P 
S 
S 
____ 

S,r 
S 
S 
S 
S 
S 
R 
S 
P 
P 
R,s 
S 
RS 
R,s 
R 
P 
P 
R,s 
S 
Rs 
W 
R 
R,s 
P 
Rs 
R 
R 
R,s 
P 
P 
S 

5.6 
4.7 
14.7 
30.9 
5.7 
5.98 
5.82 
0.153 
0.999 
5.15 
5.16 
25.70 
7.84 
5.12 
1.97 
2.11 
0.132 
2.32 
1.64 
1.51 
19.41 
4.64 
5.87 
1.28 
1.96 
1.98 
0.320 
0.698 
0.378 
0.236 
0.406 
0.425 
0.244 
0.615 
0.246 
0.103 
0.0350 
0.236 
0.234 
0.316 
0.588 
0.348 
0.344 
0.0142 
1.24 
0.459 
0.373 
0.372 
0.00476 
0.00453 
0.109 

47 Ag 

48 Cd 

49 In 

50 Sn 

51 Sb 

52 Te 

53 I 
54 Xe 

65 Tb 
66 Dy 

104 11.14 S 0.155 
105 22.33 Rs 0.310 
106 27.33 RS 0.380 
108 26.46 RS 0.368 
110 11.72 R 0.163 
107 51.839 Rs 0.252 
109 48.161 Rs 0.234 
106 1.25 P 0.0201 
108 0.89 P 0.0143 
110 12.49 S 0.201 
111 12.80 RS 0.206 
112 24.13 S,R 0.388 
113 12.22 RS 0.197 
114 28.73 S,R 0.463 
116 7.49 R 0.121 
113 4.3 p,s,r 0.0079 
115 95.7 RS 0.176 
112 0.973 P 0.0372 
114 0.659 p,s 0.0252 
115 0.339 p,s,r 0.0129 
116 14.538 S,r 0.555 
117 7.672 RS 0.293 
118 24.217 S,r 0.925 
119 8.587 S,R 0.328 
120 32.596 S,R 1.245 
122 4.632 R 0.177 
124 5.787 R 0.221 
121 57.362 R,s 0.177 
123 42.638 R 0.132 
120 0.09 P 0.0043 
122 2.57 S 0.124 
123 0.89 S 0.0428 
124 4.76 S 0.229 
125 7.10 R,s 0.342 
126 18.89 RS 0.909 
128 31.73 R 1.526 
130 33.97 R 1.634 
127 100 R 0.90 
124 0.121 P 0.0057 1 
126 0.108 P 0.00509 
128 2.19 S 0.103 
129 27.34 R 1.28 
130 4.35 S 0.205 
131 21.69 R 1.02 
160 21.86 R 0.0721 
159 100 R 0.0603 
156 0.056 P 0.000221 
158 0.096 P 0.000378 
160 2.34 S 0.00922 
161 18.91 R 0.0745 
162 25.51 Rs 0.101 
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TABLE 3. (Continued) 

Element, A Atom 
Percent 

Process* Abund.? Element, A Atom 
Percent 

Process* Abund. t 

57 La 

58 Ce 

59 Pr 
60 Nd 

62 Sm 

63 Eu 

64 Gd 

76 OS 

77 Ir 

78 Pt 

135 
136 
137 
138 
138 
138 
139 
136 
138 
138 
140 
142 
141 
142 
143 
143 
144 
145 
146 
148 
150 
144 
147 
147 
148 
149 
1.50 

152 
154 
151 
153 
152 
154 
155 
156 
157 
158 
184 
186 
187 
187 
188 
189 
190 
192 
191 
193 
190 
192 
194 
195 

6.592 R,s 
7.854 S 
11.23 S,r 
71.70 S 
0.089 P 
_--- ____ 
99.911 S,r 
0.19 P 
0.25 P 
--__ 
88.48 
11.08 
100 
27.13 
12.18 
---- 
23.80 
8.30 
17.19 
5.76 
5.64 
3.1 
15.0 
_--- 
11.3 
13.8 
7.4 

26.7 
22.7 
47.8 
52.2 
0.20 
2.18 
14.80 
20.47 
15.65 
24.84 
0.018 
1.58 
1.6 

__-- 

S,r 
R 
RS 
S 
RS 
_-_- 

S,R 
R,s 
RS 
R 
R 
P 
Rs 
-___ 
S 
RS 
S 

RS 
R 
R,s 
R,s 
ps 
S 
R,s 
RS 
RS 
Rs 
P 
S 
S 

---- -_-_ 
13.3 b 
16.1 R 
26.4 R 
41.0 R 
37.3 R 
62.7 R 
0.0127 P 
0.78 S 
32.9 R 
33.8 R 

0.296 
0.353 
0.504 
3.22 
0.000397 
0.000409 
0.446 
0.00216 
0.00284 
0.00283 
1.005 
0.126 
0.167 
0.225 
0.101 
0.100 
0.197 
0.0687 
0.142 
0.0477 
0.0467 
0.00800 
0.0387 
0.0399 
0.0292 
0.0356 
0.0191 

0.0689 
0.0586 
0.0465 
0.0508 
0.00066 
0.00719 
0.0488 
0.0676 
0.0516 
0.0820 
0.000122 
0.0107 
0.0108 
0.00807 
0.0898 
0.109 
0.178 
0.277 
0.247 
0.414 
0.000170 
0.0105 
0.441 
0.453 

67 Ho 
68 Er 

69 Tm 
70 Yb 

71 Lu 

72 Hf 

73 Ta 

74 w 

75 Re 

163 
164 
165 
162 
164 
166 
167 
168 
170 
169 
168 
170 
171 
172 
173 
174 
176 
175 
176 
176 
174 
176 
176 
177 
178 
179 
180 

180 
181 
180 
182 
183 
184 
186 
185 
187 
187 

24.90 R 
28.19 RS 
100 R 
0.14 P 
1.61 PS 
33.6 R,s 
22.95 R 
26.8 RS 
14.9 R 
100 R,s 
0.13 P 
3.05 S 
14.3 Rs 
21.9 RS 
16.12 Rs 
31.8 W 
12.7 R 
97.41 Rs 
2.59 S 
___- --- 
0.162 P 
5.206 S 
---- 
18.606 
27.297 
13.629 
35.100 

0.012 
99.988 
0.13 
26.3 
14.3 
30.67 
28.6 
37.40 
62.60 

____ 

R,s 
RS 
Rs 
S,R 

p,s,r 
RS 
P 
Rs 
KS 
Rs 
R 
Rs 
R 

__-- __-- 

0.0982 
0.0111 
0.0889 
0.00035 1 
0.00404 
0.0843 
0.0576 
0.0672 
0.0374 
0.0378 
0.000322 
0.00756 
0.0354 
0.0543 
0.0400 
0.0788 
0.0315 
0.0357 
0.000951 
0.001035 
0.000249 
0.00802 
0.00793 
0.0287 
0.0420 
0.0210 
0.0541 

2.48~10-~ 
0.0207 
0.000173 
0.0350 
0.0190 
0.0408 
0.0380 
0.0193 
0.0324 
0.0351 
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TABLE 3. (Continued) 

Element, A Atom 
Percent 

Process* Abund.? 

79 Au 
80 Hg 

81 Tl 

82 Pb 

83 Bi 
90 Th 

92 U 

196 
198 
197 
196 
198 
199 
200 
201 
202 
204 
203 
205 
204 
206 
206 
207 
207 
208 
208 
209 
232 
232 

235 
235 
238 
238 

25.2 R 
7.19 R 
100 R 
0.1534 P 
9.968 S 
16.873 RS 
23.096 S,r 
13.181 S 
29.863 S,r 
6.865 R 
29.524 RS 
70.476 S,R 
1.94 S 
19.12 RS 
___- ____ 

20.62 RS 
-___ __-- 

58.31 RS 
___- ____ 

100 Rs 
100 RA 
___- ____ 

0.7200 RA 
----- ___- 

99.2745 RA 
____ 

0.338 
0.0963 
0.187 
0.00052 
0.0339 
0.0574 
0.0785 
0.0448 
0.1015 
0.0233 
0.0543 
0.1297 
0.0611 
0.602 
0.593 
0.650 
0.644 
1.837 
1.828 
0.144 
0.0335 
0.0420 

6.48~10-~ 
0.00573 
0.00893 
0.0181 

*Assignments to nucleosynthetic processes are from Cameron [1982]17, Schramm (private communication, 1982) Walter et al. [1986]75, Woosley and 

Hoffman [1986, 1989]87p8s, and Beer and Penzhom [19871g. Processes are listed in the order of importance, with minor processes (lo-30% for r-and s- 
processes) shown in lower case. See above references for details. U = cosmological nucleosynthesis, H = hydrogen burning, N = hot or explosive hydrogen 
burning, He = helium burning, C = carbon burning, 0 = oxygen burning, Ne = neon burning, Ex = explosive nucleosynthesis, E = nuclear statistical 
equilibrium, S = s-process, R = r-process, RA = r-process producing actinides, P = p-process, X = cosmic-ray spallation. thalicizcd values refer to 

abundances 4.55 x 10’ yr ago. 
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TABLE 4. Properties of Chondrite Groupsa 

Clan Group refrc kc MC metC Fe Mafic min. 6l 8O Al70 Chondrule Fall 

Si Si FeO+MgO Si Comp.h @d CM size d freqe freqf 

Carbon- CV 1.35 0.87 35 0.6-19 ---- 1.5 -3.6 0.9 46 0.72 
aceous CO 1.10 0.90 35 2.3-15 ---- -0.9 -4.5 0.3 18 0.60 

CKi ____ ____ ____ ____ Fa 29-33 -0.9 -4.5 ___- ---- ---- 
CM 1.13 0.93 43 0.1-0.5 ---- 7 -3 0.3 12 2.17 
CI 1.00 1.00 45 <O.l ---- 17 +1 ____ <o. 1 0.60 

Ordinary LL 0.76 0.62 27 2.7-l 1 Fa 26-32 4.9 1.3 0.8 70 7.95 
L 0.77 0.66 22 17-22 Fa 21-25 4.6 1.1 0.6 70 38.43 
H 0.79 0.93 17 46-52 Fa 17-19 4.2 0.8 0.5 70 33.25 

IAB IAB -0.7 -0.70 6 -50 Fs 4-8 5.0 5.0 ____ ____ 0.95 
inclusion 

Enstatite EL 0.60 0.76 0.05 47-57 Fs -0.05 5.6 0.0 51 .o 112 0.84 

EHg 0.59 1.13 0.05 68-72 5.3 0.0 0.5 20 0.72 

aTable after Wasson [1985]79 

bRefractory lithophile and bulk Fe abundances are Cl-normalized. 

‘Atom or mole ratios x 100. 

dMedian diameter in mm. 

eMedian diameter in mm. 

fPercent of observed falls. 

gEH chondrites are unequihbrated; although their mean FeO/(FeO+MgO) ratios range up to 0.2 mol%, they have more metallic Si in the 
metal than EL chondrites. 

hAtom or mole ratios x 100. Mafic-mineral (olivine, Fa, or low-calcium pyroxene, Fs) compositions given only for equilibrated meteorites. 

iData for CK from Kallemeyn et al. [1991]36; some parameters are not reported. 

TABLE 5. Properties of Differentiated Silicate-Rich Meteorites 

Group Name 
Maior mafic mineral Fe-Ni 

Cont. FeO/(FeO+MgO) (mg/g) 
(mol%) 

8180 Al70 
(%d (o/00) Breccia type 

Eucrites Pigeonite 40-80 45-70 <lO 3.2-3.8 -0.2 Monomictb 
Howardites Orthopyroxene 40-80 25-40 -10 3.2-3.8 -0.2 Polymict 
Diogenites Orthopyroxene -95 25-27 <lO 3.2-3.8 -0.2 Monomict 
Mesosiderites Orthopyroxene 40-80 23-27 300-550 3.2-3.8 -0.2 Polymict 

Pallasites Olivine -98 11-14 280-880 3.2-3.8 -0.3 MonomictC 
Aubrites Low-calcium- -97 0.01-0.03 -10 5.1-5.5 0.0 Polymict 

clinopyroxene 
Ureilites Olivine -85 lo-25 lo-60 7.6-8.0 -1 .O Polymict 

a As fraction of silicates 

b Ibitira is an unbrecciated eucrite 
’ Pallastic silicates monomict; metal and silicates probably originally separate in core and mantle, repectively. 
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TABLE 6. Compositions of Chondrite Meteorite Groups 

Element CM co CK cv H L LL EH EL 

1H % 
3 Li ppm 
4Be ppb 
SB wb 
6C % 
7N ppm 
80 % 
9F ppm 

11 Na PPm 
12Mg % 
13Al mm 
14Si % 
15 P pp* 
16s % 
17 Cl mm 
19K ppm 
20 Ca wm 
21 SC mm 
22 Ti ppm 
23 V mm 
24 Cr mm 
25 Mn ppm 
26 Fe % 
27 Co ppm 
28Ni % 
29 Cu mm 
30 Zn mm 
31 Ga ppm 
32Ge wm 
33 As mm 
34 Se mm 
35 Br ppm 
37 Rb ppm 
38 Sr wm 
39 Y ppm 
4oZr mm 
41 Nb ppb 
42Mo ppb 
44Ru ppb 
45 Rh ppb 
46 Pd ppb 
47 Ag ppb 
48 Cd ppb 
49 In ppb 
50 Sn ppb 
51 Sb ppb 
52Te wb 
53 I wb 
55 cs wb 
56 Ba ppb 
57La ppb 

1.4 .07 
1.36 1.2 
---- 
600 
2.2 
1520 
43.2 
38 
4100 
11.7 
11800 
12.9 
900 
3.3 
160 
400 
12700 
8.2 
580 
75 
3050 
1700 
21.0 
575 
1.20 
115 
185 
7.8 
23 
1.80 
12.7 
2.6 
1.7 
10.1 
2.0 

(8;070, 
1500 
883 

_--- 
---- 
.45 
90 
37.0 
30 
4100 
14.5 
14300 
15.9 
1040 
2.0 
240 
345 
15800 
9.6 
780 
92 
3550 
1650 
24.8 
688 
1.40 
125 
100 
7.1 
21 
1.95 
7.6 
1.3 
1.45 
12.7 
2.4 

go, 
1900 
1090 

---- ---- 
640 703 
157 97 
368 8 
50 25 
1010 890 
115 105 
1910 900 
425 200 
125 80 
3300 4290 
317 387 

---- 
---- 
---- 
---- 
---- 
---- 
---- 
---- 
3190 
14.8 
16100 
_--- 
____ 
__-- 
_--- 
285 
17200 
11.0 
___- 
96 
3660 
1460 
23.6 
637 
1.27 
--_- 
98 
5.5 
__-- 
1.48 
6.9 
0.4 
_--- 
___- 
_--- 
___- 
_--_ 
---- 
1110 
---- 
_--- 
---- 
__-- 
_-__ 
---- 
70 
---_ 
____ 
-_-_ 
---- 
462 

.28 
1.24 
_--- 
300 
.56 
80 
37.0 
24 
3300 
14.5 
17500 
15.6 
990 
2.2 
210 
310 
19000 
11.4 
980 
96 
3600 
1450 
23.5 
655 
1.34 
100 
116 
6.0 
17 
1.60 
8.3 
1.5 
1.25 
15.3 
2.4 

(8;340) 
2100 
1130 
250 
705 
107 
373 
33 
900 
85 
1020 
188 
95 
4900 
486 

____ 
1.7 
51 
500 
.ll 
48 
35.7 
32 
6400 
14.0 
11300 
16.9 
1080 
2.0 
80 
780 
12500 
7.9 
600 
74 
3660 
2320 
27.5 
810 
1.60 
82 
47 
6.0 
13 
2.05 
7.7 
0.5 
2.9 
10.0 
2.2 

(6;360) 
1700 
1100 
220 
870 
45 
17 
11 
860 
70 
260 
68 
120 
4200 
295 

__-- 
1.8 
43 
400 
.09 
43 
37.7 
41 
7000 
14.9 
12200 
18.5 
950 
2.2 
76 
825 
13100 
8.6 
630 
77 
3880 
2570 
21.5 
590 
1.20 
90 
50 
5.7 
10 
1.55 
9.0 
0.8 
3.1 
11.1 
2.1 
5.9 
(390) 
1300 
750 

-_-- 
2.1 
51 
__-- 
.12 
70 
40.0 
63 
7000 
15.3 
11900 
18.9 
850 
2.3 
130 
790 
13000 
8.4 
620 
75 
3740 
2620 
18.5 
490 
1.02 
80 
46 
5.0 
9.0 
1.35 
9.9 
0.6 
3.1 
11.1 
2.0 
5.9 
(370) 
1100 
_--- 

---_ ____ 
560 530 
6.5 72 
11 37 
7.0 12 
710 --_- 
68 60 
480 490 
53 ____ 

280 180 
3700 4800 
310 315 

---- 
2.1 

_-_- 
0.58 

---- __-_ 
_--_ ___- 
.40 .36 
---- 
28.0 
238 
6800 
10.6 
8100 
16.7 
2000 
5.8 
660 
800 
8500 
5.7 
450 
54 
3150 
2200 
29.0 
840 
1.75 
185 
250 
16 
42 
3.45 
25.5 
2.4 
2.6 
7.2 
1.3 
4.9 
(250) 
---- 
915 

---- 
31.0 
180 
5800 
14.1 
10500 
18.6 
1170 
3.3 
210 
735 
10100 
7.4 
580 
60 
3050 
1630 
22.0 
670 
1.30 
110 
17 
11 
28 
2.20 
13.5 
0.8 
2.5 
8.2 
____ 
5.2 
___- 

___- 
885 
236 
484 
58 
800 
196 
2230 
150 
200 
2600 
235 

_--- 
831 
_--- 
690 
23 
27 
2.3 
___- 
90 
800 
53 
100 
_-__ 
190 
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TABLE 6. (Continued) 

Element CM co CK cv H L LL EH EL 

58 Ce wb 
59 Pr ppb 
60Nd ppb 
62Sm ppb 
63 Eu ppb 
64Gd ppb 
65Tb ppb 
66 DY ppb 
67 Ho ppb 
68 Er wb 
69 Tm ppb 
70 Yb ppb 
71 Lu mb 
72Hf ppb 
73 Ta mb 
74w ppb 
75 Re wb 
76 OS wb 
77 Ir ppb 
78 Pt ppb 
79 Au ppb 
80fk ppb 
81 Tl ppb 
82 Pb wb 
83 Bi mb 
90Th ppb 
92 U ppb 

838 1020 
129 157 
631 772 
200 240 
76 94 
276 337 
47 57 
330 404 
77 94 
218 266 
33 40 
222 270 
33 40 
186 178 
(22) (27) 
140 160 
46 55 
640 790 
595 735 
1100 1200 
165 184 
---- ---_ 
92 42 
1700 2200 
75 
40 :435, 
11 13 

---- 
---- 
284 
108 
____ 
-_-- 
_--- 
____ 
---- 
-_-_ 
311 
44 

____ 
---- 
813 
767 
-__- 
136 
---- 
---- 
-_-_ 
___- 
--_- 
_--- 

1290 830 
200 123 
990 628 
295 185 
113 73 
415 299 
65 53 
475 343 
110 73 
315 226 
45 39 
322 205 
48 31 
194 180 
(32) 22 
190 160 
65 70 
825 820 
760 760 
1250 1400 
144 215 

46 3.7 
1400 240 
48 17 
60 42 
17 12 

900 907 660 
132 122 94 
682 659 460 
195 200 140 
78 76 54 
310 303 214 
57 48 35 
366 351 240 
81 77 50 
248 234 166 
39 34 25 
220 220 160 
33 33 24 
170 150 140 
23 (22) (15) 
110 _-_- ____ 
40 33 52 
515 400 654 
490 360 565 
1050 850 1200 
162 140 330 
---- 
2.0 
370 
14 
43 
13 

---- 
7.2 
__-_ 
16 
43 
13 

---- 
103 
1100 
88 
30 
9 

300 
---_ 
233 
135 
54 
107 
-___ 
139 
_--- 
97 
---- 
165 
24 
150 
--_- 
-_-- 
47 
589 
525 
---- 
225 
-___ 
5.0 
_-_- 
12 
35 
10 

Data from Wasson and Kallemeyn [1988]80, & Kallemeyn et al. [1991]36 (CK). Values in parentheses for Nb and Ta are inferred by assuming they 
are unfractionated relative to well-determined refractory lithophiles. 

TABLE 7. Compositional Interpretations of Asteroid Taxonomic Types 

Bell [1986]l” Tholen [ 1984]72 
Superclass Class Inferred Minerals Analogous Meteorities 

Primitive organics + ? (ice??) (none) 
organics + ? (ice??) (none) 
clays, C, organics Cl, CM chondrites 
01, pyx, carbon CV, CO chondrites 
pyx, 01, gray NiFe H, L, LL chondrites ? 
Fe-free pyx, gray NiFe EH, EL chondrites 

Metamorphic T ? highly altered C Cs ?? 
B+G+F clays, opaques high altered C Cs ? 
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TABLE 7. (Continued) 

Bell [1986]‘O Tholen [ 1984]72 
Superclass Class Inferred Minerals Analogous Meteorities 

V 
R 
S 
A 
M 
E 

plag, PYX, ol 
01, pyx 
pyx, 01, red NiFe 
01 
NiFe 
Fe-free pyx 

basaltic achondrites 
ol-rich achondrites? 
pallasites, lodranites, irons ? 
brachinites 
irons 
aubrites 

(MN 
(Moon) 

(SNC meteorites) 
(lunar meteorites) 

Table from Bell et al. [1989]12. 

TABLE 8. Estimated Composition of the Silicate Portion of the Parent Body of the Eucrite Meteorites 

Dreibus and 

WUke 

[ 1980]23 

Jones Consolmagno 

[1984]33 &Drake 

[ 1977121 

Morgan et 

al. [ 1978]45 

Vizgirda 

and Anders 

[ 1976]74 

Hertogen 

et al. 

[ 1977129 

Li 
F 
Na 
Mg 
Al 
Si 
P 
Cl 
K 
Ca 
SC 
Ti 
V 
Cr 
Mn 
Fe 
co 
Ni 
Ga 
Bf 
Sr 
Zr 
Ba 
La 
Sm 
Eu 

ppm 
ppm 

2.7 ____ 
4.8 ---- 
830 820 
19.0 16.7 
17300 16,900 
21.59 18.8 
97 96 
4.6 ____ 
76 83 
18400 19,000 
12.4 ---- 
960 960 
91 ____ 
5980 2,300 
3290 4,900 
11.50 19.6 
13 __-_ 
0.0038 30-80 
0.67 ---- 
0.03 ____ 
19.1 ---_ 
9.9 ____ 
6000 ---- 
650 -_-- 
380 ____ 
140 ---- 

____ ____ 
____ __-- ---- ____ 
450 370 520 520 
16.9 17.2 21.1 17.7 
13,500 13,200 12,200 12,700 
19.3 18.6 23.0 19.2 

ppm 
% 
ppm 
% 
mm 
ppm 
mm 
mm 
ppm 
ppm 
PPm 
PPm 
mm 
% 

---- 
____ --_- 

33 
14,700 

_-_- 
33 
14,000 

83 
14,000 
___- 
720 

---- 
13,200 
____ ____ 

780 
____ 
720 --_- 

____ 
---- ____ ____ 

139 2,300 
20.7 8.55 

____ 
3,600 
18.6 

___- 
20.4 

wm 
% 

_-_- 
____ 

mm 
mm 
ppm 
wm 
ppb 
mb 
ppb 
ppb 

_-_- ---- ____ 
__-_ ---_ 
_--_ ____ ____ 

____ ---- 
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TABLE 8. (Continued) 

Dreibus and 
Wtinke 
[ 198O]23 

Jones Consolmagno Morgan et Vizgirda Hertogen 
[ 1984]33 & Drake al. [ 1 978]45 and Anders et al. 

[ 1977121 [ 1976]74 [ 1977129 

Yb 
Hf 
Ta 
W 
U 

wb 
wb 
ppb 
wb 
wb 

430 ---- --_- ____ ____ ____ 
290 ---- ---- ____ --__ --_- 

31 ___- ___- ____ ____ ____ 

14 ____ ____ ____ ____ ____ 

22 ---- ____ ____ __-_ ____ 

TABLE 9. Mercury & Venus 

Element Fegley & Cameron Goettel 

[1987]25 [1988]26 
Mercury Mercury 

Morgan & Anders 

[1980]44 [1980]44 
Mercury Venus 

1 H 
3 Li 
4 Be 
5 B 
6 C 
7 N 
8 0 
9 F 
11 Na 
12 Mg 
13 Al 
14 Si 
15 P 
16 S 
17 Cl 
19 K 
20 Ca 
21 SC 
22 Ti 
23 V 
24 Cr 
2.5 Mn 
26 Fe 
27 Co 
28 Ni 
29 Cu 
30 Zn 
31 Ga 
32 Ge 
33 As 
34 Se 
35 Br 
37 Rb 
38 Sr 

wm 
PPm 
wb 
ppb 
% 

0.4 35 
0.87 1.94 
34 47 
0.11 10.0 
0.0005 1 0.0 
0.046 4.3 
14.44 30.9 
2.2 15 
200 1390 
6.5 14.54 
10,800 14,800 
7.05 15.82 
390 1860 
0.24 1.62 
0.23 20.9 
22 150 
11,800 16,610 
7.4 10.1 
630 850 
63 86 
7180 4060 
150 460 
64.47 31.17 
1690 820 
3.66 1.77 
5.1 35 
12.1 82 
0.50 3.4 
1.24 8.4 
6.4 3.1 
0.79 5.4 
0.0012 0.111 
0.075 0.509 
1.11 15.2 

wm 
% 
ppm 
wm 
% 
wm 
% 

0.1-0.7 
19-23 
1.9-3.7 
18-22 

25.5 
8.99 
12.1 

ppm 
% 

0 
9.80 
____ 
0.479 

wm ____ 
2.4-5.0 

0.09-O. 18 wm 
ppm 
PPm 
wm 
% 

mm 
% 

wm 
PPm 

____ 

____ 
-__- 

PPm 
ppm 
mm 
wm 
wm 
wm ____ 
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TABLE 9. (Continued) 

Element Fegley & Cameron Goettel Morgan & Anders 

Mercury Mercury Mercury Venus 

39 Y wm 
40 zr ppm 
41 Nb ppb 
42 MO ppb 
44 Ru ppb 
45 Rb ppb 
46 Pd ppb 
41 Ag ppb 
48 Cd ppb 
49 In ppb 
50 Sn ppb 
51 Sb wb 
52 Te ppb 
53 I ppb 
55 cs wb 
56 Ba ppb 
51 La ppb 
58 Ce ppb 
59 Pr wb 
60 Nd ppb 
62 Sm mb 
63 Eu wb 
64 Gd ppb 
65 Tb mb 
66 Dy mb 
67 Ho ppb 
68 Er wb 
69 Tm ppb 
70 Yb wb 
71 Lu ppb 
72 Hf ppb 
73 Ta wb 
74 w ppb 
75 Re wb 
76 OS wb 
77 Ir ppb 
78 Pt ppb 
79 Au ppb 
80 Hg wb 
81 Tl wb 
82 Pb ppb 
83 Bi ppb 
90 Th wb 
92 U ppb 

___- 
____ 
---- 
____ 

2.01 2.74 
5.5 7.5 
610 840 
1.81 2.47 
910 1230 
194 265 
1790 870 
7.2 49 
0.19 17.2 
0.024 2.24 
64 430 
5.1 39 
122 830 
0.16 14.3 
2.5 17.0 
3.1 4.2 
291 397 
780 1060 
99 135 
530 723 
160 218 
61 83 
220 300 
41 56 
280 382 
61 84 
177 242 
27 37 
176 240 
297 405 
117 241 
17.9 24.4 
139 189 
46 64 
670 920 
650 890 
1.29 1.76 
516 250 
0.09 8.3 
0.044 4.05 
0.018 1.66 
0.034 3.08 
39.4 53.7 
11.0 15.0 

___- 
____ ---- 
____ _--- 
_--- ____ 

-_-- 
__-- 
____ 
____ 
-_-- 
____ 
---- 
____ 
____ 
____ 
____ 
____ 

____ ____ 
____ 
---- 
__-- 
__-- 
____ 
____ 
---- 
____ 
___- 
___- 
____ 

____ __-- 
____ ____ 
____ 
__-- ____ 
---- ____ 
___- ____ 
____ ____ 

377 
0 
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TABLE 10. Compositions of the silicate portion of Mars 

Anderson 

[197216 

Morgan & Ringwood W&&e & 

Anders [ 19811s5 Dreibus 

[ 1979143 [ 1988]76 

Mantle + Crust 
MgO 
Al203 
SiO2 
CaO 
TiO2 

Fe0 
Na20 

p205 
Cr203 
MnO 
K 
Rb 
CS 
F 
Cl 
Br 
I 
co 
Ni 
CU 
Zn 
Ga 
MO 
In 
TI 
W 
Th 
U 
Core 
Fe 
Ni 
co 
S 
0 
Core Mass 

% 27.4 
% 3.1 

% 40.0 
% 2.5 
% 0.1 

% 24.3 
% 0.8 
% -_- 

% 0.6 
% 0.2 
ppm 573 
mm _--- 

ppm ---- 

wm ____ 

ppm ---_ 

ppb -___ 

wb ____ 

mm ____ 
% ____ 

mm _-_- 

mm ____ 

wm -___ 

ppb ---- 

wb -___ 

ppb _--- 

ppb ---- 

ppb 77 
ppb 17 

29.8 29.9 
6.4 3.1 

41.6 36.8 
5.2 2.4 
0.3 0.2 

15.8 26.8 
0.1 0.2 
___ 
0.6 
0.15 
77 
0.258 
0.026 
24 
0.88 
4.7 
0.59 
---- 
____ 
-___ 
42 
2.4 
_-_- 
0.095 
0.17 
---- 
113 
33 

% 72 88.1 
% 9.3 8.0 
% ---_ ---- 
% 18.6 3.5 
% ---- ____ 
% 11.9 19.0 

-_- 
0.4 
0.1 
218 

____ 
---_ 
---- 
--__ 
-_-_ 
____ 
_-_- 

-___ 

--_- 
60 
17 

63.7 
8.2 
____ 
9.3 
18.7 
18.2 

30.2 
3.02 

44.4 
2.45 
0.14 

17.9 
0.50 
0.16 
0.76 
0.46 
305 
1.06 
0.07 
32 
38 
145 
32 
68 
0.04 
5.5 
62 
6.6 
118 
14 
3.6 
105 
56 
16 

77.8 
7.6 
0.36 
14.24 
-_-- 
21.7 
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TABLE 11. Compositions of the Silicate Portion of the Moon 

Element Anders 

[ 197712 

Jones & 

Delano 

[ 1989]34 

O’Neill Taylor 

[1991]49 [1982]68 

Wlnke Ringwood Taylor 

et al. et al. [19821rj8 

[ 1977178 [ 1986]57 Highlands Crust 

1 H mm 
3 Li mm 
4 Be mb 
5 B ppb 
6 C mm 
7 N mm 
8 0 % 
9 F mm 
11 Na wm 
12 Mg % 
13 Al ppm 
14 Si % 
15 P mm 
16 S % 
17 Cl PPm 
18 Ar 
19 K wm 
20 Ca ppm 
21 SC ppm 
22 Ti ppm 
23 V mm 
24 Cr ppm 
25 Mn ppm 
26 Fe % 
27 Co ppm 
28 Ni % 
29 Cu ppm 
30 Zn ppm 
31 Ga mm 
32 Ge mm 
33 As ppm 
34 Se wm 
35 Br ppm 
36 Kr 
37 Rb ppm 
38 Sr mm 
39 Y mm 
40 Zr PPm 
41 Nb wb 
42 MO ppb 
44 Ru wb 
45 Rh ppb 
46 Pd ppb 
47 Ag wb 
48 Cd wb 
49 In ppb 
50 Sn ppb 
51 Sb ppb 
52 Te ppb 

2.34 ____ 
9.27 _-_- 
198 ____ 
13.9 ---- 
10.5 --_- 
0.277 ---- 
44.11 ---_ 
32.0 ---- 
960 ___- 
18.5 22.4 
62100 19600 
19.83 19.9 
573 ---- 
0.415 ---- 
0.746 ___- 
39.4 _-_- 
102 ---- 
67800 ____ 
42.6 ____ 
3600 1140 
362 ---- 
1280 ---- 
352 1500 
3.09 10.6 
256 ____ 
0.543 __-- 
7.35 _-_- 
21.2 ____ 
0.703 ---- 
1.77 __-_ 
0.959 __-_ 
1.39 _--_ 
0.00405 __-- 
0.192 --_- 
0.352 --_- 
63.9 _--- 
11.6 -_-- 
69.2 -_-_ 
3520 ---- 
10400 ____ 
5220 ____ 
1120 ____ 
266 ---- 
10.2 ____ 
0.618 ____ 
0.0799 _--- 
90.5 _-_- 
8.09 ____ 
213 ____ 

____ 
1.9 
____ 
__-- 
_--- 
-_-- 
____ 
1.3 
260 
20.8 
20400 
20.5 
43 
0.08 
____ 
--__ 
31 
23100 
15.4 
1220 
81 
3140 
1310 
9.9 
220 
0.472 
3.3 
1.9 
0.24 
0.52 
0.082 
____ 
____ 
____ 
0.12 
____ 
____ 
-_-_ 
____ 
68 
---- 
____ 
___- 
__-- 
____ 
0.4 
34 
2.8 
____ 

---- ____ 
0.850 _--- 
184 ____ 
553 --__ 
__-_ --_- 
---_ ---- 
____ 42.6 
_--- -_-- 
614 1520 
19.8 12.8 
32500 86300 
20.8 18.7 
__-_ ---_ 
_-_- 0.193 
---- ___- 
__-- _--_ 
85.0 178 
33000 91400 
19.5 60.9 
1840 4670 
154 315 
4300 2030 
1230 914 
8.3 7.0 
--_- ____ 
____ 0.0914 
__-- _-_- 
-__- ____ 
____ _-_- 
____ ____ 
_-_- ____ 
---- ____ 
---- ____ 
-_-- ____ 
0.287 0.406 
30.7 66.0 
5.22 17.3 
14.3 47.7 
1130 3350 
-_-_ --_- 
____ ____ 
_--- ---- 
____ __-- 
____ ___- 
____ ____ 
____ ____ 
-__- ____ 
____ ____ 
-_-- ____ 

____ ____ 
---- -_-_ 
____ ____ 
---- ---- 
_-_- _-_- 
____ ____ 
__-_ ____ 
____ ---_ 
450 3300 
22.22 4.1 
19700 130000 
20.19 ___- 
---- ____ 
____ ____ 
_-_- _--- 
____ ____ 
____ 600 
21700 113000 
14 10 
1800 3350 
79 24 
2200 680 
1200 -_-_ 
9.51 5.1 
95 15 
0.2487 .OlO 
____ ____ 
____ ____ 
-_-- ___- 
____ ____ 
____ _-_- 
____ ____ 
____ ---- 
____ ____ 
____ 1.7 
____ 120 
____ 13.4 
___- 63 
____ 4500 
_--- __-- 
___. ____ 
____ -_-- 
_--- ____ 
_--- ____ 
__-- ____ 
____ ____ 
____ ____ 
____ ---- 
____ ____ 
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TABLE 11. (Continued) 

Element Anders 

[ 197712 

Jones & 

Delano 

[ 1989]34 

O’Neill Taylor 

[ 1991149 [ 1982]68 

Wanke Ringwood Taylor 

et al. et al. [ 198216* 

[ 1977178 [1986]57 Highlands Crust 

53 I ppb 
55 Cs ppb 
56 Ba ppb 
57 La mb 
58 Ce ppb 
59 Pr ppb 
60 Nd ppb 
62 Sm ppb 
63 Eu wb 
64 Gd ppb 
65 Tb ppb 
66 DY ppb 
67 Ho ppb 
68 Er ppb 
69 Tm ppb 
70 Yb ppb 
71 Lu ppb 
72 Hf ppb 
73 Ta mb 
74 w ppb 
75 Re wb 
76 OS ppb 
77 Ir wb 
78 Pt ppb 
79 Au ppb 
80 Hg ppb 
81 Tl wb 
82 Pb ppb 
83 Bi ppb 
90 Th ppb 
92 U wb 

0.511 
35.2 
17900 
16700 
4470 
565 
3090 
916 
352 
1260 
234 
1590 
352 
1020 
154 
1010 
170 
1010 
102 
799 
266 
3830 
3730 
7350 
76.7 
0.298 
0.128 
_-_- 
0.111 
224 
62.8 

____ ---- 
---- 4.8 
____ ____ 
____ ____ 
_-_- ---_ 
____ ---- 
____ -_-- 
---- ---- 
-_-- _--_ 
____ _--- 
-_-- --_- 
-_-_ _-_- 
---- ---- 
_--- _--- 
_--- __-_ 
___- ____ 
___- ____ 
____ _--- 
-_-- _--- 
____ 41 
____ 16 
____ ---- 
--_- 210 
_-_- -_-_ 
_--- -_-- 
____ ---- 
_--- ___- 
_--- ___- 
_--_ ___- 
____ ---- 
__-- 19 

--_- 
12.3 
9010 
922 
2400 
348 
1780 
584 
215 
768 
143 
952 
215 
625 
90.1 
62.5 
95.2 
430 
_--- 
758 
_-_- 
---- 
-__- 
---_ 

20.3 
24400 
2540 

____ 
-_-- 
-_-- 

132 

-_-- 
---_ 
223 
60.9 

____ 

____ 
_-_- 
____ 

70 
66000 
5300 
12000 
1600 
7400 
2000 
1000 
2300 
410 
2600 
530 
1510 
220 
1400 
210 
1400 
___- 
---- 
---- 
---- 
---_ 
---- 
---- 

____ 
---- 
____ 
900 
240 

Noble gasses lo-” cm3 s.t.p./g. 
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TABLE 12. Composition of the Earth’s Core 

Ringwood 

[ 1977154, 
Ringwood 
8~ Kesson 

[1977]58 

Morgan 
& 

Anders 

[ 1980]44 

WPnke 
et al. 

[ 1984]77 

Fe wt % of core 86.2 84.5 80.27 
Ni wt % of core 4.8 5.6 5.46 
Co wt % of core --- --- 0.27 
S wt % of core 1.0 9.0 --- 
0 wt % of core 8.0 --- --_ 

Si, Mn, Cr _-_ --_ 14.00 
core wt % of Earth 31.2 32.4 33.5 

TABLE 13. Composition of Bulk Silicate Earth (Primitive Mantle), Depleted Mantle and the Bulk Earth (Core + Mantle + Crust) 

Element Anderson 

[ 198317 

Ringwood Sun Taylor & W&r&e 

[1991’J5’ [1982]67 McLennan et al. 

[ 198517 [ 1984]77 

Zindler & Wanke Morgan 

et al. & Anders 

[ 1984]77 [ 1980]44 
Depleted Bulk Earth 
mantle 

1H mm 
3 Li ppm 
4 Be ppb 
5B ppb 
6C mm 
7N mm 
80 % 
9F ppm 

11 Na ppm 
12 Mg % 
13 Al ppm 
14 Si % 
15 P ppm 
16s % 
17 Cl ppm 
19 K ppm 
20 Ca ppm 
21 SC wm 
22 Ti mm 
23 V mm 
24 Cr mm 
25 Mn ppm 
26 Fe % 
27 Co ppm 
28 Ni % 
29 Cu ppm 

-_-- __-- 
2.09 1.6 
---- 80 
____ 500 
---- 250 
4.1 ---- 
____ ____ 
28 26 
2040 2545 
20.52 22.45 
20200 23600 
22.40 20.93 
57 95 
0.0048 .035 
8 30 
151 ‘ 240 
22000 25730 
15 17.34 
1225 1280 
77 82 
2342 2935 
1016 1080 
6.11 6.53 
101 105 
0.1961 0.1890 
29 30 

---- 
1.4 
_--- 
---- 
---_ 
---- 
____ 
26 
2890 
22.9 
22800 
20.8 
92 
.035-o. 1 
21-38 
230 
25000 
_-__ 
1300 
87 
3000 
1100 
6.5 
110 
0.2 
30 

_--_ 
0.83 
60 
600 
_--_ 
---- 
____ 
____ 
2500 
21.2 
19300 
23.3 
---- 
____ 
---- 
180 
20700 
13 
960 
128 
3000 
1000 
6.22 
100 
0.2 
28 

_--_ 
2.15 
____ 
---- 
46.2 
-_-- 
---- 
19.4 
2889 
22.23 
22200 
21.48 
64.5 
0.00132 
11.8 
231 
25300 
17.0 
1350 
82.1 
3011 
1021 
5.89 
105 
0.2108 
28.5 

_--- --_- 33 
---_ 2.07 1.85 
__-_ ____ 45 
---- ____ 9.6 
_--- 24 446 
---- ---- 4.1 
---- _--- 30.12 
____ 16.3 13.5 
-_-_ 2745 1250 
22.8 22.22 13.90 
21500 21700 14100 
21.5 21.31 15.12 
____ 60 1920 
____ 0.0008 2.92 
--_- .50 19.9 
_--_ 127 135 
23400 25000 15400 
___- 16.9 9.6 
_-_- 1320 820 
___- 81.3 82 
____ 3010 4120 
____ 1016 750 
-_-_ 5.86 32.07 
_-_- 105 840 
---- 0.2108 1.82 
____ 28.2 31 
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TABLE 13. (Continued) 

Element Anderson 

[ 198317 

Ringwood Sun Taylor & Wtike 

[1991]56 [1982]67 McLennan et al. 

[ 198517 [1984]77 

Zindler & W&e Morgan 

Hart et al. & Anders 

[ 1986]89 [ 1984177 [ 1980144 
Depleted Bulk Earth 
mantle 

30 Zn mm 
31 Ga ppm 
32 Ge ppm 
33 As ppm 
34 Se ppm 
35 Br ppm 
37 Rb ppm 
38 Sr ppm 
39 Y mm 
40 Zr mm 
41 Nb ppb 
42 Moppm 
44 Ru ppm 
45 Rh ppb 
46 Pd ppb 
47 Ag ppb 
48 Cd ppb 
49 In ppb 
50 Sn ppb 
51 Sb ppb 
52 Te ppb 
53 Ippb ---- 
55 Cs ppb 
56 Ba ppb 
57 La ppb 
58 Ce ppb 
59 Pr ppb 
60 Nd ppb 
62 Smppb 
63 Eu ppb 
64 Gd ppb 
65 Tb ppb 
66 “Y mb 
67 Ho ppb 
68 Er ppb 
69 Tmppb 
70 Yb ppb 
71 Lu ppb 
72 Hf ppb 
73 Ta ppb 
74 w ppb 
75 Re ppb 
76 OS wb 
77 Ir ppb 
78 Pt wb 
79 Au ppb 
80 Hg ppb 

37 
4 
1.13 
---- 
0.02 
--_- 
0.39 
16.2 
3.26 
13 
970 
---_ 
---_ 
---_ 
---_ 
3 
20 
6 
600 
---- 
--__ 
11 
20 
5220 
570 
1400 
--_- 
1020 
320 
130 
---- 
90 
--__ 
--__ 
--__ 
--__ 
320 
60 
330 
40 
--__ 
0.21 
2.90 
2.97 
--__ 
0.50 
--__ 

56 
3.9 
1.1 
0.13 
0.05 
0.075 
0.635 
21.05 
4.55 
11.22 
713 
0.065 
0.0042 
1 
5 
8 
40 
13 
175 
5 
13 
____ 
33 
6989 
708 
1833 
278 
1366 
444 
168 
595 
108 
737 
163 
479 
74 
481 
73.7 
309 
41 
21 
0.28 
3.4 
3.3 
6.8 
0.75 
10 

56 
4.5 - 5.0 
____ 
_--_ 
-_-_ 
0.060-0.090 
0.66 
_-_- 
____ 
__-- 
-_-- 
---- 
__-- 
___- 
_-_- 
5-10 
--_- 
10-15 
_-_- 
3-6 
-_-_ 
__-_ 
8-17 
____ 
____ 
____ 
-__- 
____ 
_--- 
-__- 
___- 
____ 
___- 
__-- 
____ 
____ 
____ 
____ 
-_-- 
---- 

(21) 
____ 
---- 
____ 
-_-- 
__-- 
____ 

50 
3 
1.2 
0.10 
0.041 
---- 
0.55 
17.8 
3.4 
8.3 
560 
0.059 
0.0043 
1.7 
3.9 
19 
40 
18 
600 
25 
22 
13.3 
18 
5100 
551 
1436 
206 
1067 
347 
131 
459 
87 
572 
128 
374 
54 
372 
57 
270 
40 
16 
0.25 
3.8 
3.2 
8.7 
1.3 
____ 

48.5 
3.8 
1.32 
0.152 
0.0135 
0.0456 
0.742 
27.7 
-__- 
---- 
---- 
__-_ 
____ 
1.18 
___- 
2.92 
26.1 
18.5 
---- 
5.7 
19.9 
____ 
9.14 
5600 
520 
1730 
---- 
1430 
520 
188 
740 
126 
766 
181 
460 
____ 
490 
74 
280 
25.6 
24.1 
0.236 
3.106 
2.81 
____ 
0.524 
____ 

---- 
---- 
--__ 
---- 
--__ 
---_ 
---- 
19.6 
--__ 
--__ 
---_ 
--__ 
---- 
--__ 
---- 
--__ 
-_-- 
-_-- 
--__ 
--__ 
-___ 
4.2 
____ 
-___ 
-___ 
-__- 
--_- 
1170 
380 
-___ 
-_-- 
-___ 
-_-- 
-__- 
-___ 
-__- 
420 
-___ 
-___ 
-___ 
-___ 
-_-- 
--_- 
---- 
-___ 
-__- 
-__- 

48 
3.7 
1.31 
0.14 
0.0126 
0.0046 
0.276 
26.0 
____ 
__-- 
---- 
____ 
---- 
---- 
---- 
2.51 
25.5 
18.1 
___- 
4.5 
19.9 
13.6 
1.44 
2400 
350 
1410 
____ 
1280 
490 
180 
690 
120 
730 
170 
440 
_-_- 
470 
71 
260 
12.6 
16.4 
0.23 
3.1 
2.8 
__-- 
0.50 
_--- 

74 
3.1 
7.6 
3.2 
9.6 
0.106 
0.458 
14.5 
2.62 
7.2 
800 
2.35 
1.18 
252 
890 
44 
16.4 
2.14 
390 
35 
1490 

15.3 
4000 
379 
1010 
129 
690 
208 
79 
286 
54 
364 
80 
231 
35 
229 
386 
230 
23.3 
180 
60 
880 
840 
1670 
257 
7.9 
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TABLE 13. (Continued) 

Element Anderson 

[198317 

Ringwood Sun Taylor & Wanke 

[1991]56 [1982]67 McLennan et al. 

[ 198517 [1984]77 

Zindler & Wanke Morgan 

Hart et al. & Anders 

[ 19861gg [1984]77 [1980]44 
Depleted Bulk Earth 
mantle 

81 Tl eeb 10 7 4-6 6 ___- ---- ____ 3.86 
82 Pb ppb 120 185 ---- 120 ---- --__ ___- __-- 
83 Bi eeb 3.3 2.5 l-4 10 -_-- --__ ___- 2.94 
90 Th ppb 76.5 84.1 ---- 64 ____ --__ __-- 51.2 
92 u eeb 19.6 21 ---- 18 29.3 20.8 22.2 14.3 

TABLE 14. Bulk Continental Crust 

Element Taylor & Wanke Weaver & 
McLennan et al. Tamey 

[ 1985170 [ 1984]77 [19841g1 

3 Li eem 13 
4 Be eeb 1500 
5 B eeb 10000 
6 C % 
9 F mm 
11 Na eem 
12 Mg % 
13 Al mm 
14 Si % 
15 P eem 
16 S % 
17 Cl eem 
19 K eem 
20 Ca eem 
21 SC eem 
22 Ti mm 
23 V eem 
24 Cr eem 
25 Mn ‘mm 
26 Fe % 
27 Co eem 
28 Ni % 
29 cu eem 
30 Zn eem 
31 Ga eem 
32 Ge eem 
33 As eem 
34 Se eem 
35 Br eem 
37 Rb eem 

_-_- 
____ 
23000 
3.20 
84100 
26.77 
__-- 
____ 
___- 
9100 
52900 
30 
5400 
230 
18.5 
1400 
7.07 
29 
0.0105 
75 
80 
18 
1.6 
1.0 
0.05 
____ 
32 

13.7 
-_-_ 
---- 
0.376 
525 
24400 
2.37 
83050 
28.1 
763 
0.0881 
1900 
17600 
49200 
21.4 
5250 
134 
146 
847 
4.92 
25.4 
0.00695 
47 
76 
18.6 
1.32 
2.03 
0.153 
6.95 
79.0 

___- 
_-_- 
____ 
__-- 
_--- 
31000 
1.69 
85200 
29.5 
830 
____ 
____ 
17000 
34000 
---- 
3600 
____ 
56 
1000 
3.8 
___- 
0.0035 
_--- 
____ 
____ 
__-- 
__-- 
_--- 
---- 
61 
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TABLE 14. (continued) 

Element Taylor & Wtie Weaver & 
McLennan et al. Tarney 

[ 1985170 [1984]77 [1984]81 

38 Sr PPm 
39 Y PPm 
40 Zr mm 
41 Nb ppb 
42 MO ppb 
46 Pd ppb 
47 Ag ppb 
48 Cd ppb 
49 In ppb 
50 Sn ppb 
51 Sb wb 
52 Te wb 
53 I wb 
55 cs ppb 
56 Ba mb 
57 La ppb 
58 Ce ppb 
59 Pr ppb 
60 Nd ppb 
62 Sm mb 
63 Eu ppb 
64 Gd mb 
65 Tb ppb 
66 Dy ppb 
67 Ho wb 
68 Er ppb 
69 Tm ppb 
70 Yb mb 
71 Lu ppb 
72 Hf mb 
73 Ta ppb 
74 w ppb 
75 Re mb 
76 OS ppb 
77 Ir ppb 
79 Au wb 
81 TI ppb 
82 Pb wb 
83 Bi ppb 
90 Th mb 
92 U ppb 

260 
20 
100 
11000 
1000 
1.0 
80 
98 
50 
2500 
200 
---_ 
____ 
1000 
250000 
16000 
33000 
3900 
16000 
3500 
1100 
3300 
600 
3700 
780 
2200 
320 
2200 
300 
3000 
1000 
1000 
0.5 
--_- 
0.1 
3.0 
360 
8000 
60 
3500 
910 

293 
____ 
____ 
_--- 
____ 
____ 
69.5 
100 
69.5 
_-_- 
203 
2.03 
1540 
1310 
542000 
29000 
54200 
_-_- 

25400 
5590 
1407 
8140 
1020 
6102 
1860 
3390 
____ 
3390 
576 
3460 
2203 
1310 
1.02 
1.02 
1.02 
4.07 
____ 
____ 
____ 
---- 
1200 

503 
14 
210 
13000 
____ 
_--_ 
____ 
_--_ 
---- 
____ 
____ 
____ 
---- 
____ 
707000 
28000 
57000 
---_ 

23000 
4100 
1090 
____ 
530 
____ 
____ 
____ 
240 
1530 
230 
4700 
____ 
____ 
_-_- 
---_ 
_--- 
__-- 
____ 
15000 
____ 
5700 
1300 
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TABLE 15. Compositions of the Upper Continental Crust, Lower Continental Crust and Archean Continental Crusts 

Element Upper Continental 
crust 

(1) (2) 

North Lower Archean Continental Post-Archean 
American Continental crust Continental 

Shale crust Upper Total crust 
(3) (1) (1) (1) (1) 

3 Li mm 20 
4 Be mb 3000 
5 B ppb 15000 
11 Na % 2.89 
12 Mg % 1.33 
13 Al mm 80400 
14 Si % 30.8 
19 K pem 28000 
20 Ca ppm 30000 
21 SC mm 11 
22 Ti pem 3000 
23 V mm 60 
24 Cr mm 3s 
25 Mn mm 600 
26 Fe % 3.50 
27 Co mm 10 
28 Ni % 0.002 
29 Cu pem 2s 
30 Zn mm 71 
31 Ga epm 17 
32 Ge pem 1.6 
33 As mm 1.5 
34 Se ppm 0.05 
37 Rb mm 112 
38 Sr ppm 350 
39 Y ppm 22 
40 Zr mm 190 
41 Nb eeb 25000 
42 MO epb 1500 
46 Pd peb 0.5 
47 Ag ppb 50 
48 Cd r@ 98 
49 In peb SO 
SO Sn ppb 5500 
51 Sb ppb 200 
55 cs ppb 3700 
56 Ba ppb 550000 
57 La wb 30000 
58 Ce mb 64000 
59 Pr epb 7100 
60 Nd epb 26000 
62 Sm wb 4500 
63 Eu epb 880 
64 Gd wb 3800 
65 Tb eeb 640 
66 Dy eeb 3500 
67 Ho ppb 800 
68 Er ppb 2300 
69 Tm wb 330 

22 
---- 
---- 
2.57 
1.35 
77400 
30.4 
25700 
29500 
7 
3120 
53 
3s 
527 
3.09 
12 
0.0019 
14 
52 
14 
__-- 
---- 
__-- 
110 
316 
21 
240 
26000 
___- 
_--_ 
---- 

____ 
__-- 
-_-- 
_-_- 
1070000 
3200 
65000 
___- 
26000 
4500 
940 
2800 
480 
____ 
620 
-__- 
____ 

_--- 11 
---- 1000 
-_-- 8300 
__-- 2.08 
____ 3.80 
___- 8.52 
_-_- 25.42 
____ 2800 
---- 60700 
___- 36 
_--- 6000 
__-_ 285 
_--- 235 
_--- 1670 
_--- 8.24 
---- 3s 
____ 0.0135 
____ 90 
____ 83 
____ 18 
___- 1.6 
--_- 0.8 
____ 0.05 
---_ 5.3 
--_- 230 
3s 19 
____ 70 
-_-- 6000 
_--- 800 
____ 1 
____ 90 
____ 98 
-_-- SO 
____ 1500 
__-- 200 
____ 100 
---_ 150000 
39000 11000 
76000 23000 
103000 2800 
37000 12700 
70000 3170 
20000 1170 
61000 3130 
130000 590 
____ 3600 
140000 770 
40000 2200 
58000 320 

--_- ____ 
__-- ---- 
_--_ 
2.45 
2.83 
8.10 
28.08 
15000 
44300 
14 
5000 
195 
180 
1400 
6.22 
2s 
0.0105 
_--- 
___- 
---- 
---- 

____ 
2.23 
3.56 
8.04 
26.63 
7500 
52200 
30 
6000 
245 
230 
1500 
7.46 
30 
0.0130 
80 
____ 
__-- 
__-- 

____ ---- 
_--- __-- 
SO 28 
240 215 
18 19 
125 100 
____ -_-- 
____ _--- 
____ 
__-- 

---- 
---- 

____ ---- 
_.-- ____ 
____ --_- 
_--- ____ 
____ _--- 
265000 220000 
20000 15000 
42000 31000 
4900 3700 
20000 16000 
4000 3400 
1200 1100 
3400 3200 
570 590 
3400 3600 
740 770 
2100 2200 
300 320 

10 
1500 
---- 
2.6 
2.11 
9.5 
27.1 
12500 
53600 
30 
4800 
175 
55 
1100 
5.83 
25 
0.0030 
60 
--_- 
18 
--__ 
--_- 
_-__ 
42 
400 
22 
100 
11000 
--__ 
--__ 
--__ 
--__ 
--_- 
--__ 
---- 
1700 
350000 
19000 
38000 
4300 
16000 
3700 
1100 
3600 
640 
3700 
820 
2300 
320 
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TABLE 15 (continued) 

North Lower Archean Continental 
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Post-Archean 
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_- 
crust American Continental crust Continental 

Shale crust Upper Total crust 

(1) (2) (3) (1) (1) (1) (1) 

70 Yb wb 2200 1500 34000 2200 2000 2200 2200 
71 Lu ppb 320 230 60000 290 310 330 300 
72 Hf ppb 5800 5800 ---- 2100 3000 3000 3000 
73 Ta ppb 2200 ---- ---_ 600 _--_ --__ ---- 
74 w ppb 2000 ---- ---- 700 -___ ---- ---- 
75 Re ppb 0.5 ---- ____ 0.5 ---- ---- ---- 
77 Ir wb 0.02 ---- -_-- 0.13 ---- ____ ---- 
79 Au ppb 1.8 ---- --__ 3.4320 ---- ---- -___ 
81 Tl ppb 750 520 --_- 230 ____ ____ _-_- 
82 Pb ppb 20000 17000 ---- 4000 ---_ ---- 10000 
83 Bi ppb 127 ---- -_-_ 38 ____ _-_- ---- 
90 Th ppb 10700 10000 ---- 1060 5700 2900 4800 
92 u ppb 2800 2500 ---- 280 1500 750 1250 

Refs: (1) Taylor and McLennan [19S517’, (2) Shaw, D.M. [1976]63, (3) Haskin et al. [l966]27 
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Electrical Conductivity Models of the Crust and Mantle 

John F. Hermance 

1. ELECTRICAL CONDUCTIVITY AS A 
GEOPHYSICAL (AND PETROLOGICAL) 
PARAMETER 

Of all geophysical parameters - seismic velocity, 
density, magnetization, etc. - the electrical conductivity, 
CJ (or, its inverse, the resistivity, p = I/O), is one of the 
most sensitive to the composition and temperature of 
earth materials, and is particularly sensitive to the 
presence and character of interstitial fluids in the crust and 
upper mantle. The fluids can be either ion-bearing 
aqueous phases, or accumulations of partial melt 
distributed along the pores and cracks of the host rock 
matrix. Thus, characterizing the distribution of the bulk 
conductivity of geologic materials in the earth’s interior 
can often place significant bounds on the physical state 
and processes in the crust and mantle. 

To a very good degree, one can represent the bulk or 
total conductivity of a representative elemental volume in 
the earth’s interior by two parallel branches [20]: 
conductance through the host matrix (the solid fabric of 
the rock or mineral) and conductance through materials 
distributed in the interstitial volume (cracks, pores, joints, 
etc.) of the rock. In some situations (particularly for 
certain metamorphic zones in the crust), this interstitial 
component may consist of interconnected graphite and/or 
sulfide minerals [28], but in most cases (such as 
sedimentary basins, unmetamorphosed crystalline 
basement, etc.), the interstitial component will consist of 
fluid phases (usually ion-bearing water at crustal depths; 

J. F. Hermance, Brown University, Environmental Geophysics/ 
Hydrology, Providence, RI 029 12- 1846 
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but perhaps magma at mantle depth - or at crustal depths 
in volcanically active areas). 

The matrix materials of most rocks and minerals are 
electrical semiconductors, so that the bulk conductivity of 
the host medium over a limited range of temperatures 
generally follows an Arrhenius type relation of the form: 

~=~Oe-~kT (1) 

where CJ~ is a constant depending on the number and 
mobility of charge carriers, E is an activation energy, k is 
the Maxwell-Boltzmann constant, and T is the temperature 
in OK. Most rocks, if dry, are essentially insulators at 
temperatures less than several hundred degrees Celsius. 
Small amounts of pore fluids, however, can substantially 
increase the bulk conductivity of the composite material. 

A rough rule-of-thumb for the bulk electrical 
conductivity of fluid-saturated rocks (where the fluid can 
be either an aqueous phase or melt) is the empirical 
relation known as Archie’s Law [28], which in simple 
form [20] can be expressed as 

dbulk = dfluid P2, (2) 

where cJbulk is the bulk conductivity of the rock (the 
inverse of the bulk resistivity), Dfluid is the conductivity 
of the fluid contained in the pores and cracks, and P is the 
fractional porosity of the interconnected pathways. The 
intrinsic conductivity of the fluid can be represented by the 
sum 

oflujd = xi Iii lezji Ui (3) 

where the index i ranges over all ionic species present in 
the fluid, ni is the number of ions of the ith species per 
unit volume, e is the unit electronic charge, Zi is the 
ionization number (or ionic valence) of the particular ionic 
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species (so that IeZil is the absolute total charge of the ith 
ion), and ui is the mobility of the ith ionic species. 
Among other factors, an ion’s mobility depends inversely 
on its radius and the viscosity of the fluid. As the 
temperature increases, the viscosity of the fluid decreases, 
the mobility of ions increases, and the total conductivity 
increases. This would be the case, for example, in the 
earth’s crust providing that the effective pore pressure is 
sufficient to prevent cracks and pores from closing with 
depth. Figure 1 shows a conceptual model of the expected 
behavior of conductivity with depth in the earth. 

At temperatures above 400-500°C, however, the 
dielectric properties of water begin to break down, so that 
ions in aqueous phases begin to associate; as the 
concentration of free ions decreases (or as ni in the above 
expression decreases), ofluid correspondingly decreases. 

As temperatures increase above 600-700°C, since most 
rocks fall into the class of ionic or electronic 
semiconductors, conduction of ionic species through the 
solid fabric of the rock itself starts to become significant, 
and at temperatures of 1000°C and greater, solid 
conduction clearly dominates conduction by aqueous 
phases in cracks and pores. At these temperatures, 
however, either because the rock itself may begin to melt, 
or because magma may locally accumulate from sources 
elsewhere, molten material may appear along grain 
boundaries. Because ions are so mobile in liquid phases, 
fluid conduction may again dominate the electrical 
properties of the bulk rock. 

At higher pressures, mineral structures may collapse to 
denser forms (e.g. olivine to spinel), which might account 
for some or all of the rapid increase in conductivity 
associated with the seismic transition zones at depths of 
400 to 650 km in the upper mantle [l]. This association, 
however, is not clear cut from field evidence and is under 
active study by a number of workers [26, 33, 40,411. 

2. PROCEDURES FOR ESTIMATING 
CONDUCTIVITIES IN THE CRUST AND 
MANTLE 

The most effective means for studying the earth’s 
electrical conductivity at crust and upper mantle depths is 
provided by analyzing natural magnetic field transient 
disturbances from sources in the ionosphere and 
magnetosphere. An example of a world-wide magnetic 
“storm” simultaneously recorded at a number of mid 
latitude standard observatories is shown in Figure 2. A 
filtered version (T = 1 hr) is shown for comparison in 
Figure 3 to emphasize some of the large scale correlation 
patterns (and lack thereof) discussed later. 

These magnetic fluctuations induce electromotive forces 
in the conducting earth and oceans, causing broad-scale 
eddy currents to flow, which in turn cause secondary 
magnetic fields over a wide range of amplitudes. (Solid 

earth workers typically record natural signals having 
amplitudes from .Ol to lo3 nT and periods from 10P4 to 
lo5 s; although usually not in the same experiment). 
Workers can employ the three components of the 
magnetic field for geomagnetic deep sounding (GDS) or 
for the magnetic variation (MV) method to obtain one, 
two, and three dimensional images of the electrical 
resistivity structure of the Earth’s interior [16, 17, 39, 
401. If, in addition, the two horizontal components of the 
electric field (called the telluric field by electro- 
magneticians) are also measured at various sites, additional 
constraints on the interpretation may be obtained from 
employing the conventional 5 component magnetotelluric 
(MT) method [5, 25,461. 

At periods of 1 Oe4 to 1 .O s (or frequencies of 10 kHz to 
1 Hz), natural electromagnetic methods employ the 
propagation of extremely low-frequency, natural 
electromagnetic energy from distant transient sources in 
the troposphere due to lightning activity. At periods of 
1.0 to 105s (or frequencies of 1 Hz to IO-* mHz), the 
method employs sources in the ionosphere and 
magnetosphere due to substorms, pulsations and diurnal 
variations (discussed below). 

3. DYNAMICAL CHARACTERISTICS OF 
NATURAL EXTERNAL SOURCE FIELDS 

3.1. Solar-Terrestrial Interactions 

The sun constantly emits a stream of neutral plasma 
which hydromagnetically interacts with the Earth’s 
magnetic field to cause a dew-dropped, or comet-shaped, 
magnetosphere (Figure 4). 

As the Earth rotates through this imposed distortion, 
electromotive forces are created, and stress, energy and 
momentum are exchanged between the solar wind and the 
various elements within the geospace environment: the 
deep magnetosphere, the plasmasphere, the ionosphere, 
and even the neutral atmosphere. 

3.2. Field Aligned Currents 
In the presence of a magnetic field B, an electric charge 

q, moving with a velocity v in an ionized gas, will tend to 
be deflected perpendicular to the direction of any ambient 
magnetic field through the body force 

F=qvxB (4) 

The result is that in the absence of collisions, charges are 
effectively prevented from traveling in straight paths 
perpendicular to field lines. On the other band, charges 
can readily travel along field lines, so the sum total effect 
is that electric currents experience a much lower resistance 
when flowing parallel to magnetic field lines than when 
forced to cross them. This is the primary reason why 
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their path, field aligned currents close in the equatorial 
plane at 4-6 earth radii. A number of workers have 
suggested that the magnetic field signature of these 
currents may have effects at much lower latitudes - 
certainly to latitudes as low as 400, perhaps to the 
equator. Since a substantial fraction of the magnetic 
disturbance field at sub auroral, mid and even low latitudes 

Fig. 1. A conceptual model for the resistivity 
(conductivity) structure of the earth’s crust and upper 
mantle (from the surface to 1600 km). The units for 
conductivity, here and in other figures, are milli- 
siemens/meter (mS/m). 

electric charges accelerated in the deeper magnetosphere are 
so readily transferred along field lines into the high 
latitude aurora1 zone. These “field aligned currents” (as 
shown in Figure 5) provide a major mechanism for 
transferring energy from the deep magnetosphere to the 
high latitude ionosphere [29, 381. 

Because the earth’s rotation in the solar wind is a steady 
state process, field aligned currents are a steady-state 
feature of the high latitude thermosphere, and provide a 
significant contribution to the high latitude quiet time 
magnetic variation field at the earth’s surface. During 
disturbed intervals (triggered by transient perturbations in 
the solar wind), the intensity of these currents can increase 
dramatically, and the current systems become very 
complex in space and time. 

At one end of their path, field aligned currents close 
through horizontal currents in the aurora1 zone ionosphere, 
where magnetic field fluctuations of 500 nT or more over 
time scaIes of 0.5 hr or less are not unusual in the 
vicinity of the aurora1 electrojets. At the other end of 
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Fig. 2. Magnetograms for the H (magnetic north) 
component from a magnetic storm recorded from 0600 hrs 
(UT) April 17, 1965 to 0600 hrs (UT) April 19, 1965 at a 
number of standard global observatories. Top to bottom 
(east to west geographic longitude): Dallas, Texas (33ON; 
263OE); Victoria, British Columbia (48ON; 2370E); 
Honolulu, Hawaii (21°N; 202OE); Kakioka, Japan (36ON; 
1 40°E); Irkutsk, Siberia (52ON; 104OE); Svedlovsk, 
Siberia (57ON; 61 OE); Furstenfeldbruck, Germany (48ON; 
1 1°E); Hartland, England (5 IoN; 356OE); Toledo, Spain 
(40°N; 356OE). Each magnetogram is scaled so that the 
number to the right of each trace corresponds to the 
amplitude in nT (or gammas) of the scale at the top. 
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Fig. 3. The time series from Figure 3 numerically 
bandpassed filtered with a selectivity of 0.3 at a period of 
3600 s (1 hr). Note global correlation in some “events” 
(such as the sudden commencement: SC), and correlation 
restricted to specific longitude sectors for other events. 

may be due to such field aligned currents, there are 
significant implications for characterizing the source field 
for solid earth induction studies. 

3.3. Quiet Time Magnetic Variations 
A daily, or diurnal, variation in the magnetic field 

strength with an amplitude of approximately 50 nT at mid 
latitudes on the earth’s surface has been recognized for two 
and a half centuries. At low to sub tropical latitudes, 

Fig. 4. A generalized view of the Earth’s magnetosphere. 
The innermost sphere is the ionosphere at an altitude of 
approximately 110 km [29, 381. 

most of this variation is caused by the magnetic field of 
ionospheric electric currents (see Figure 5) from a dynamo 
in which the highly conducting ionosphere is driven 
though the earth’s magnetic field by solar heating of the 
atmosphere. In the equatorial zone, the unique 
electrodynamical setting causes the ionospheric current to 
locally concentrate to form the equatorial electrojet - an 
east-directed electric current intensification perhaps 50 
wide, extending in longitude over a number of hours 
around local noon. It is responsible for magnetic field 
perturbations in excess of 100 nT in a belt perhaps 500 to 
1000 km wide. 
At latitudes higher than 450, there is increasing evidence 

for a significant quiet-time contribution from the earth 
rotating under steady-state field-aligned currents entering 
and closing in the aurora1 zone and the polar cap, driven 
by processes in the deeper magnetosphere. 

3.4. MagnetosphericlIonospheric Coupling to 
the Solar Wind 

The magnetosphere, ionosphere and upper atmosphere 
provide a variety of pathways for energy and momentum 
to be transferred from the solar wind to the Earth’s 
atmosphere. Current systems in the magnetosphere result 
from global convection systems created by solar wind drag 
on the Earth’s magnetic field. Large-scale instabilities in 
this system are known as magnetospheric substorms, 
during which there is a strong intensification of the field- 
aligned currents - coupling the solar wind and 
magnetosphere to the ionosphere. (Some of the stronger 
0.5 to 1 hr impulses during the storm of Figures 2 and 3 
are the low and mid latitude signatures of superimposed 
substorms at high latitude.) During such substorms, there 



194 ELECTRICAL CONDUCTIVITY OF THE CRUST AND MANTLE 

Fig. 5. Field aligned currents in the magnetosphere 
entering the high latitude ionosphere. The spherical 
surface corresponds to the global ionosphere at an altitude 
of approximately 110 km, with the north geomagnetic 
pole approximately located at the center of the aurora1 oval 
so that the Earth’s rotation is counterclockwise from this 
view. The westward electrojet is shown in the midnight 
(shaded) sector, the eastward electrojet is shown in the late 
afternoon-evening sector. Also shown is the mid to low 
latitude quiet time Sq current system in the ionosphere 
(beneath which the Earth rotates), and its associated 
equatorial electrojet. [29, 38.1 

is a dramatic increase in the number and energy of 
particles “trapped” in the Van Allen radiation belts at 3 to 
6 earth radii. 

The genera1 view is that the drift of these trapped 
particles around the Earth produces a hypothetical ring of 
electric current at 3 to 6 earth radii that many workers 
believe is principally responsible for the long term (many 
hours to days) transient magnetic field observed on the 
ground during the main phase and the recovery phase of a 
magnetic storm. This “ring current” has been assumed by 
many solid Earth workers to be the dominant source of the 
storm-time Dst signal used for global induction studies 
(the so-called PI0 source term) at periods of hours to 
many days. A most compelling plot is that of Eckhardt et 
al. (Figure 6) which shows the geomagnetic colatitude 
dependence of the horizontal and vertical field amplitudes 
at a period of 9.8 days from analyzing several years of 
observatory data. The appropriate theoretical PI0 terms, 
shown as solid lines in the figure, compare favorably (i.e. 
to first order) to their respective field components. 

3.5. Pulsations 
Geomagnetic pulsations are quasi-periodic or aperiodic 

variations in the geomagnetic field with characteristic 
periods of 0.1 to 600 s, and amplitudes from a fraction of 
a nanotesla (nT) to as much as tens of nT. Pulsations 

having periods in the range 10 - 150 s (commonly known 
as PC 3,4 pulsations) are ubiquitously observed at all 
dayside latitudes, and are primarily driven by the 
interaction of the magnetosphere with the solar wind. 

Pi 2 pulsations (T = 40-150 s) seem to originate from 
instabilities in the field aligned current system associated 
with the onset of aurora1 zone magnetic substorms. 
Because substorms are nightside phenomena, Pi 2 
pulsations are dominant during the night time at 
subauroral and mid latitudes. Analysis of magnetic 
pulsations observed by meridional chains of 
magnetometers in Greenland which span invariant 
latitudes 66O to 86O, have shown that the spatial 
characteristics of the disturbances can be modeled as the 
result of ionospheric current vortices associated with field- 
aligned currents. PC 3,4 and Pi 2 pulsations provide a rich 
source of natural electromagnetic energy for the kinds of 
solid earth studies discussed below. 

4. GEOMAGNETIC DEEP SOUNDING USING 
POTENTIAL SEPARATION 

Geomagnetic depth sounding (GDS) involves 
determining the vertical distribution of electrical 
conductivity using observations of the magnetic field 
components alone. The classical approach employs 
potential field theory to separate fields of internal and 
external origin, and implies knowledge of the magnetic 
field over the entire surface of the earth. 

One of the most profound contributions of 19th century 
physics was the recognition that measurements of 
magnetic field variations on the surface of the earth could 
be decomposed into contributions from sources outside the 
earth (external fields) and sources inside the earth (internal 
fields). Originally applied by Gauss to show that the 
earth’s main magnetic field was of internal origin, workers 
in the late 19th and early 20th century applied such 
procedures to magnetic field transients for a range of 
characteristic phenomena [3, 6, 7, 10, 40, 411. 

Since, for the present application, the magnetic flux 
density B in the atmosphere can be assumed to be curl-free 
(i.e. conduction currents are minimal in the highly 
resistive atmosphere, and we can neglect the contribution 
of the displacement field, JD/&, at the low frequencies of 
interest), B can be represented as the gradient of a scalar 
potential such that B = -VU. Moreover, the divergence of 
B is zero, so that the scalar potential U is a solution of 
Laplace’s equation 

v2u=o (5) 

The fact that the magnetic field in the atmosphere can be 
represented as a potential field (with its intrinsic 
ambiguity regarding source field distributions) means that 
for solid earth studies, we do not need to know the true 
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distribution of currents in the magnetosphere, only the 
distribution of the global or regional source field at the 
Earths surface, or the “equivalent” current system mapped 
onto, say, the base of the ionosphere. 

An appropriate solution to Laplace’s equation (5) in the 
atmosphere is given by 

Differentiating U in (7) according to B = -VU, at the 
earth’s surface (z = 0), we obtain for each characteristic 
wavenumber 

Bx = - &J/ax = ikx [Ue + Ui ] (8) 

U = U. exp (i[ot - kxx - kyy] + kz) (6) 
By = - aU/dy = iky [Ue + Ui ] (9) 

where o is the radian frequency, t is the time, and k, and 
k, are the spatial wavenumbers of the source field in the 
horizontal directions x and y, respectively, and are related 
to the characteristic spatial wavelengths h, and h, of the 
source field through k, = 2x&, and ky = 2nlhy. In 
addition, for (6) to be a solution to (5), it is required that k 
= [kxz + ky2]1/2. Without loss of generality, one can 
write (6) in the form 

U=[Ueexp(-kz}+Uiexp{+kz]]exp(i(n~-k,x-kyy)} 
(7) 

where the subscripts e and i are used to denote the 
coefficients for the external field and the internal field, 
respectively - an association prompted by the fact that 
Ue exp{- kz] is a term that decreases in the positive z or 
downward direction (representing sources from above), 
whereas Ui exp{+ kz) is a term that decreases in the 
negative z or upward direction (representing sources from 
below). 

Bz=-dU/az=k[Ue-Ui] (10) 

where we have suppressed the common factor exp[ i(wt - 
k,x - kyy)}. Since, in principle, the left hand side of each 
of the above expressions is known (i.e. each corresponds 
to the observed value for the respective field component, 
or more strictly to its Fourier coefficient), the set of 
equations (8) and (lo), or, alternatively, the set (9) and 
(lo), can be simultaneously solved for the coefficients Ue 
and Ui representing the external potential field and the 
internal potential field, respectively. This is what is 
properly termed a “potential field separation” - in the 
case of transient magnetic variations, we have separated 
the field into its external (or source) and internal.(or 
induced) field contributions. The problem now reduces to 
determining a conductivity structure for the earth’s interior 
(usually assumed to vary only in the vertical direction) 
which when “illuminated” by the corresponding source 
field, leads to the correct ratio of Q = Ui / Ue for a given 
range of frequencies. 

The range of Q is quite restricted: for a flat earth (i.e. 
where the wavenumber is much larger than l/Re), OlQll , 
whereas for a round earth (i.e. where the wavenumber is 
much smaller than l/R,), OIQs0.5. A major 
contribution of early global induction studies involved 
demonstrating that, to first order, long term transients 
from global magnetic storm disturbances could be 
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Fig. 6. Plot of horizontal (H) and vertical (Z) magnetic 
field spectral amplitudes as a function of geomagnetic 
colatitude at a period of 9.8 days from analyzing 
observatory daily mean values for 1957-58. Pl” mode 
terms, shown as solid lines in the figure, are least squares 
fits to their respective field components. [After 10.1 

represented by a potential field comprised of the single 
Plo surface harmonic. In addition, workers showed that 
the ratio of internal to external fields had typical values of 
Q = 0.3 to 0.4. They inferred this to imply a substantial 
increase in conductivity at depths of 400 km or more in 
the mantle (see Figure 7 where the results from a number 
of investigations are compared). 

Many attempted to associate this rise in conductivity 
with the seismic transition zones thought to represent 
phase transitions at 400 and 650 km depth - a 
possibility which found support from laboratory 
experiments on materials analogous to those supposed to 
be present in the earth’s interior [ 11. The laboratory work 
showed an order of magnitude increase in the electrical 
conductivity associated with a solid-solid phase transition 
of olivine to spine1 in a fayalite (Fe2SiO4) specimen (a 
mineralogic analog of forsterite, Mg2SiO4, which is 
thought to dominate the composition of the upper 
mantle). 
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Fig. 7. The results of various global induction studies 
using quiet time diurnal variations and disturbed time 
magnetic storm variations. L&P: Lahiri and Price (1939); 
B: Banks (1972); V: Van’yan (1981); R: Rokityansky 
(1982); C&A: Campbell and Anderssen (1983), for North 
America; C&S: Campbell and Schiffmacher (1988), for 
the Australian region. [After 33.1 

5. MAGNETOTELLURICS 

5.1. Fundamental Relations 
A magnetotelluric survey involves the measurement of 

orthogonal electric and magnetic field variations at single 
sites sequentially, or at a number of sites simultaneously 
[5, 25, 28, 461. The electric field is measured quite 
simply as the voltage difference between two electrodes 
buried in the ground a hundred meters or so apart. The 
magnetic field can be measured with a variety of sensors: 
induction coils (known as “search coils” in space physics), 
superconducting SQUIDS, or flux-gate magnetometers. 

A wave component (a horizontal magnetic field in this 
case) propagating in the positive (vertically downward) 
direction has the form 

B,(z,t) = Bx exp(-yz) exp(iot) (11) 

where y = [k* + iopcr] l’*, and cr is the totalconductivity 
given by d = ode + iO&. For source fields of large 
horizontal spatial dimensions, the characteristic spatial 
wavelengths h, and h, approach infinity, and kx = ky = 
0; so that y = [iu+to] l’*. 

At low frequencies, in conductors where the displacement 
currents become negligible compared to conduction 
currents, (5 = ode , and y reduces to 

y = (1 + i)(Ol.Krdc/2)1’2 (12) 

5.2. Depth of penetration 
We define a parameter 6 = ] 2/(ol,todc)] l/2, so that, at the 
low frequencies used for crust and upper mantle studies, 
the magnetic field can be represented as the product of two 
spatial factors: 

Bx(z,t) = Bxo exp(-z/6) l exp(iwt-i z/6). (13) 

The first term in (13) represents a monotonic 
exponential attenuation with depth; the second term 
represents a harmonic signal traveling in the +z 
(downward) direction. The first term attenuates in such a 
way that the field decreases to l/eth of its value at a depth 
6 which is termed the “skin depth” or the “depth of 
penetration” in classical physics. This phenomena is 
illustrated in Figure 8, which illustrates the “damping” of 
B,(z,t) at two periods - 10 s and 1000 s - in a 40 ohm- 
m homogeneous halfspace. In either case, a unit 
amplitude field (Bxo = unity) is assumed at the surface, 
and (13) is plotted as a function of depth at an instant of 
time, t = 0 (actually the real part of B,(z,t) given by (13) 
at t = 0). 

5.3. Poynting Vector, Characteristic Imped- 
ance, and Apparent Resistivity 

According to the classical theory of electromagnetic 
propagation in a linear homogeneous isotropic medium, a 
uniform plane wave propagates such that the electric field 
E and the magnetic field H are orthogonal (recall that 
ExH is the Poynting Vector, or the power flow along the 
direction of propagation). In addition, the ratio of an 
electric field component to the magnetic field intensity in 
an orthogonal direction is a characteristic measure of the 
electromagnetic properties of the medium, often called the 
characteristic impedance, and denoted by Z where 

Z= Ex/I-Iy (14) 

Z = - Ey/Hx (1% 

= iouly. (16) 

In free-space, where ode = 0, the induction parameter 
becomes y = (-O&P) 1’*~ where p is the permeability of 
free space and E is the permittivity. In this case, the 
expression for the characteristic impedance given by (16) 
becomes the well-known form Z = (p/&)1/*,. However, 
in the more general case of a lossy medium such as the 
Earth, 

Z = (iop/o)1/2, (17) 

where 0 = Ode + im&, or, in terms of the resistivity p = 
l/O, 
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Z = (i0p.p)l/2. (18) 

Procedurally, simultaneous measurements of natural 
electric and magnetic field variations at the earth’s surface 
can be Fourier analyzed into appropriate frequency 
contributions, and, upon forming the ratios of orthogonal 
component pairs (e.g. Ex and Hy, or Ey and -Hx) at 
appropriate frequencies O, can be used in (14) and/or (15) 
to determine the impedance Z of the earth. The relation 
between the impedance and the actual resistivity of the 
medium can then be factored to yield 

Pa = (i/op)IZ12, (19) 

or, in terms of the actual electric and magnetic field 
components measured at the earth’s surface, one could 
determine a measure of the depth averaged resistivity 
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Fig. 8. Comparing the penetration of a unit amplitude (1 
nT) magnetic field signal Bx(z,t) in a 40 ohm m 
homogeneous halfspace at periods of 10 s (corresponding 
to 6 = 10.07 km), and 1000 s (corresponding to 6 = 100.7 
km), respectively. For this specific case, the field 
decreases with depth more rapidly than the exponential 
damping would suggest because of the second spatial 
factor in (13) which, at t = 0, has the form cos(z/6). 

pa = (i/cup)IEx/Hy12, (20) 

= (i/op)IEy/Hx12. (21) 

The subscript “a” is used in these expressions to denote 
that the left hand terms are an “apparent” resistivity, since, 
for a heterogeneous earth, a particular value calculated 
from this relation may represent some type of volumetric 
average of two or more “true” resistivities. 

6. PRINCIPLE OF “DEPTH SOUNDING” 
METHODS 

The fundamental principle on which natural 
electromagnetic methods are based involves the concept of 
“skin depth” or the “depth of penetration”, 6 = 
(2/~j.UJdc)1’2 , of electromagnetic fields in a lossy 
electrical medium (such as the solid earth). As shown in 
the last section, for a medium of given conductivity, 
lower frequency (longer period) signals propagate to 
greater depths than higher frequency (shorter period) 
signals. Therefore by estimating the response of the earth 
at increasingly longer periods, one can obtain a measure of 
the electrical conductivity of the earth’s interior at 
progressively greater depths. Typical periods employed by 
MT workers to study the crust and upper mantle extend 
from 10d3 to lo4 s (although several special studies have 
gone to lo5 s, and longer). 

At a period of 10 s, and for a resistivity of the earth of 
IO ohm-m (a period typical of pulsations and a resistivity 
typical of sedimentary basins), we obtain a depth of 
penetration of approximately 5 km. If, instead of a period 
of 10 s, one used a period of IO4 s, and instead of a 
resistivity of IO ohm-m, the earth had a resistivity of IO2 
ohm-m (typical of the earth’s upper mantle), then the 
depth of penetration would increase to 500 km - the 
depth of penetration goes as the square root of the product 
of the resistivity of the medium and the period of the 
signal. 

To illustrate the concept of “depth sounding,” consider a 
simple two-layered earth. The skin-depth phenomenon 
will cause observations at short period to lead to a 
response function (the apparent resistivity) asymptotic to 
that associated with the true resistivity of the upper layer. 
Whereas at long periods the skin depth will be large and 
the observations will asymptotically approach the true 
resistivity of the deeper layer. The magnetotelluric 
response for such a two-layered earth model is shown in 
Figure 9. 

For the case used here, the resistivity of the upper layer 
is 10 ohm-m (corresponding to a surface layer of 
conductive sediments), and the resistivity of the lower half 
space is 1000 ohm-m (corresponding to more resistive 
crystalline basement). The response is shown for various 
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earth models in which the depth to the interface between 
the two layers is progressively larger (from 100 to 2000 
m, respectively). As seen in this figure, the response for 
the model corresponding to each depth is associated with a 
particular range of periods over which the observed 
apparent resistivity changes from values characteristic of 
layer 1 (pl = 10 ohm-m) to values characteristic of layer 2 
(~2 = 1000 ohm-m). As the interface gets deeper, this 
transition in apparent resistivity occurs at longer periods. 
Thus a magnetotelluric “sounding” in such a setting will 
yield three essential pieces of information on the structure: 
pi, p2 and the depth to the interface between the two 
layers. In this way, one can use increasingly longer 
periods to “sound” the earth to progressively greater 
depths. 

7. MAGNETIC GRADIOMETRIC METHOD 

While potential field separation is the classical method 
for global induction studies, more recently one of the 
more widely used geomagnetic depth sounding (GDS) 
approaches is the magnetic gradiometric method [4, 30, 
39, 401. This technique estimates the conductivity of the 
underlying medium given observations of the vertical 
field, Bz, and the horizontal divergence of the horizontal 
magnetic field components, [aBx /ax + aBy/ay], at the 
earth’s surface. 

Solutions to the dissipative Helmholtz equation for B in 
a medium having conductivity cr can have the form 

B = B. exp {i[wt - kxx - kyy] + p) (22) 

where, as before (Section 5.1), y is the induction 
parameter defined by y = [k2 + io+to]l/2, where k = [ kx2 
+ ky2 1112. The term exp(-yz) represents downward 
traveling functions from primary source fields above, 
whereas the term exp(+yz) represents upward traveling 
functions from secondary induced sources below. 

Upon rearranging the non-divergence of B (V*B = 0), 
one obtains 

@Bx /ax + aBy /dy] = - aBz /az. (23) 

Assume, for the moment, a homogeneous earth where one 
has only downward propagating waves corresponding to 
the exp (-yz) term in (22). One can calculate the vertical 
derivative of the B, component of that expression to show 
that 

aBz /aZ = -“yBz. (24) 

Upon substituting (24) for the right side of (23) and 
rearranging to solve for lly, one obtains what some 
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Fig. 9. The theoretical magnetotelluric (MT) response at 
the surface of a two layered earth for various depths to the 
lower interface. The resistivity of layer one is 10 ohm-m, 
and that for layer two is 1000 ohm-m. The 
magnetotelluric apparent resistivity is plotted as a 
function of the period for the case of five different earth 
models corresponding to depths to layer two (d2) of 100, 
200, 400, 1000, and 2000 m, respectively. 

workers refer to as a complex induction length given by 

c = 11~ = B, / [aB, iax + aB, lay]. (25) 

Just as in the magnetotelluric case, where the definition 
of the resistivity for a homogeneous half-space is 
generalized to the concept of the apparent resistivity of an 
arbitrarily layered medium, so too has the concept of the 
complex induction length been generalized to include the 
multi-layered case. 

8. ZERO WAVENUMBER APPROXIMATION 

Under the assumption k2<<liopLol, the induction 
parameter y = [k2 + iwpo] I/2 becomes 

y = [iopcr] 1’2 (26) 

and, upon again neglecting displacement currents so that 
o”odc, the complex induction length I/y for a 
homogeneous earth given by (25) becomes 

C = 1 / [iOu0]1/2 = [ l- i ] so /2, (27) 

where 6. = (2/wl~r)‘/~ is the conventional “skin depth” 
or “depth of penetration” of a plane wave in a 
homogeneous medium, and the subscript “0” on So 
denotes the zero wavenumber or plane wave case. (Note, 
however, that the source field for the gradiometric method 
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can never be exactly uniform, or k will be identically 0, 
and the horizontal derivatives in the denominator of the 
last term in (25) will vanish.) 

Expression (27) shows that for a homogeneous Earth, 
the parameter C is directly proportional to the depth of 
penetration (hence the concept of induction “length”), and 
has a phase of -45O. This relation can be easily rewritten 
to provide the following form for estimating the 
resistivity of the underlying medium, 

p = wp ICI2 (28) 

where, observationally, C is given above by the last term 

As in the magnetotelluric case considered above in 

in (25). The magnetic gradiometric approach is quite 
analogous to the magnetotelluric method described above 

Section 5.3, when the earth is not homogeneous, but can 

with p calculated from (28) serving the same role as the 
magnetotelluric apparent resistivity calculated from (19). 

be represented by a resistivity function that varies with 
depth, one determines a volumetrically averaged “apparent” 
resistivity, pa , and an “effective” induction length, C. In 
such a case, C (still assuming k = 0) is given at the 
surface of the earth for a particular frequency, O, by 

C = (lly)[(I - R) / (I + R)], (30) 

where y = (iol,tL<_Tdc)1’2, I is a coefficient representing the 
strength of the incident wave function, and R is a 
coefficient representing the strength of the function 
“reflected” from the various layers at depth within the 
earth, so is dependent on the frequency, as well as the 
resistivity and thickness of each layer. The parameter C 
from (30) can be substituted into (29) and, in principle, 
one can solve for an apparent resistivity analogous to the 
MT case, but without the need to explicitly employ 
electric field information. 

9. THE “SOURCE EFFECT” ON GDS AND 
MT STUDIES 

Traditionally, the magnetic gradiometric method has 
been developed - as was the MT method - for the quasi 
zero wavenumber case (i.e. k = 0). However, even when 
the source field has a finite wavenumber (i.e. when the 
approximation k = 0 is no longer valid), it continues to 
be useful to define an apparent resistivity 

pa = ql ICI2 (31) 

where C is still theoretically given by the form (30) but 
now y, I and R are all functions of the characteristic wave 
number k of the source field [26]. 

The fundamental principle on which natural 

electromagnetic methods are based involves the concept of 
depth of penetration, which, as given above for a plane 
wave incident on a homogeneous earth, is 6, = 
(2/0~0)1’~. As discussed above in Section 6, in a 
medium of given conductivity for the zero wavenumber 
case, lower frequency signals propagate to greater depths 
than higher frequency signals. However, if “source 
effects” dominate (i.e. if the spatial wave number is so 
large that the induction parameter y = [k2 + iopcr]1’2 is 
dominated by k2 >> iwpo, so that y= k), then the depth 
of penetration is not governed by the resistivity of the 
earth at all, but becomes asymptotic to 6k = l/k (where 
the subscript “k” denotes the large wave number limit). 
Thus, at large wavenumbers, the behavior of the 
electromagnetic field is governed by the dimensions of the 
source field, rather than the electrical conductivity 
structure of the solid Earth. 

As an example, for a typical source field dimension of 
6000 km, the source effect may become important when 
one is studying the Earth at depths on the order of 1000 
km (k = 2n/6000), or greater. This underscores the 
importance of explicitly accounting for the nature of 
source/earth coupling phenomena for solid earth induction 
studies [19, 26, 37, 471. 

The point of the above discussion is two-fold. First, the 
horizontal gradient of the source field at the earth’s surface 
can be used along with the vertical field to infer the gross 
electrical structure of the earth’s interior. Second, in 
deriving the simple zero wavenumber form for the 
parameter C as was done in Section 8, an implied 
condition was that hx >> 6, and h, >> zo. If this is 
not the case, but rather the spatial wavelength of the 
source field is on the order of, or less than, a characteristic 
depth of penetration, then the estimate of the apparent 
resistivity will be biased by what is known as the “source 
effect”. 

10. HORIZONTAL MAGNETIC VARIATION 
PROFILING 

Three component magnetic field variations at each field 
site along a profile can be reduced to complex magnetic 
transfer coefficients in the frequency domain [39]. This 
assumes a linear relationship at a particular site between 
the spectral coefficients for the vertical magnetic field 
component, B,, and the two horizontal field components, 
B,(north) and By(east), having the form: 

BZ = MzxBx + MzyBy . (32) 

One can loosely think of Mzx and MZy as representing 
vector components of M, itself. However M is generally 
complex, so that there are “directions” of M associated 
with both its real and imaginary parts. In 2-D, these 



200 ELECTRICAL CONDUCTIVITY OF THE CRUST AND MANTLE 

directions will be collinear (i.e. parallel or antiparallel), 
but in 3-D situations the real and imaginary “induction 
vectors” are often not aligned. The amplitude of M 
projected on to the local principal direction is a measure of 
the dip of the anomalous magnetic field perturbation 
below the horizontal [ since the tangent of the dip angle 8 
is equivalent to B(vertical)/B(horizontal)]. 

In a strictly 2-D situation one can rotate their measuring 
coordinate system such that the two horizontal directions 
are oriented parallel (the new x direction, say) and 
perpendicular (the new y direction) to the strike of electric 
current flow. In this case, plotting observed values of 
Mzy along a profile perpendicular to strike provides a 
graphic measure of local distortions of the magnetic field 
variations. And by analyzing MZy over a range of 
periods, one can use the depth of penetration phenomena 
to separate near surface features from deeper features. The 
application of magnetic variation profiling to a transect of 
the Rio Grande rift in the vicinity of the Socorro magma 
body is shown in Figure 10. 

This figure shows 
a) The original data (shown as points in each panel) 

reduced to complex (real and imaginary) spectral 
estimates at periods of 63 s and 625 s, respec- 
tively, 

b) A resistivity model determined using generalized 
inverse theory, 

c) The real and imaginary components of the predicted 
model response at the two periods (shown as 
solid lines in each panel). 

Contrary to what a number of non-specialists apparently 
believe, electromagnetic induction methods are not 
potential field methods in the classical sense, and do not 
suffer from the nonuniqueness usually associated with 
those techniques - by using data over a range of 
frequencies (and from a number of sites for the 2-D and 3- 
D cases), the depth of penetration phenomenon allows one 
to unequivocally separate the effects of shallow features 
from deeper features. 

11. OVERVIEW OF RESULTS FROM 
NATURAL ELECTROMAGNETIC STUDIES 

We conclude our discussion with a generalized 1-D view 
of the earth (see’ Figure 11) which, while over-simplified, 
provides the conceptual paradigm for many 
electromagnetic studies. We then apply these concepts to 
two contrasting tectonic environments: extensional and 
collisional regimes. For more specific information, the 
reader is directed, for global scale studies, to [33] and [40], 
and for regional MT and MV studies from various tectonic 
regimes, to the comprehensive reviews of [ 1 I], [17], [22], 
[23] and [36]. 

Rio Grande Rift; 

Surface Layer of Variable Conductance 
A 

Distance, km 

Fig. 10. Magnetic variation (MV) parameters from a 
profile of sites along an east-west line transecting the Rio 
Grande rift at a point centered 10 km south of Socorro, 
New Mexico (along a latitude of approx. 34ON). The 
original data are shown as points in each panel, reduced to 
complex (real and imaginary) spectral estimates at periods 
of 63 s and 625 s, respectively. The bottom panel shows 
a resistivity model determined using generalized inverse 
theory, and the real and imaginary components of the 
predicted model response at the two periods are shown as 
solid lines in each panel. [After 24.1 
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11.1. A Synoptic Model 
In general, at periods of 10m2 to lo3 s, magnetotelluric 

and magnetic variation profiling surveys can be of great 
value in the reconnaissance of sedimentary basins. 
Because sediments tend to have a relatively high porosity 
(lo-20%) and to be saturated with ground water having a 
relatively high concentration of ions, their resistivity is 
typically quite low (2-20 ohm-m; see Figure 11)‘ 

In contrast, the crystalline basement that outcrops 
nearby, or underlies the sediments, tends to have a much 
lower porosity (less than 1%). This results in far fewer 
connected pathways along which ions (the major charge 
carriers for the electric current) can flow. Consequently, 
crystalline and metamorphic basement materials tend to 
have a much higher resistivity (lo3 - lo4 ohm-m). Thus 
as shown in Figure 11, to a first order approximation a 
sedimentary basin can,‘in some sense, be characterized as a 
single layer of low resistivity sediments (2-20 ohm-m), 
underlain by a highly resistive crystalline basement ( IO3 - 
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Fig. 11. A generalized 1 -D conceptual model of the earth 
emphasizing various “targets” of interest to 
electromagnetic studies: sedimentary basins, intracrustal 
conductivity anomalies, the “electrical asthenosphere” and 
the transition zones at (circa) 400 and 650 km. The units 
for the conductivity are millisiemens/m (mS/m). 

lo4 ohm-m). Determining the depth to basement is often 
a key objective in many geophysical studies; a parameter 
which was readily determined for the idealized, two layered 
case considered above in Section 6 (see Figure 9). 

Another parameter which is readily determined from 
natural electromagnetic studies is the depth to a conductor. 
This is often the objective in regional surveys when one 
is investigating large scale thermo-mechanical processes at 
depth in the lithosphere or asthenosphere, particularly in 
tectonically active areas, where surface thermal gradients 
may be quite high. While the low temperature electrical 
conductivity of the crystalline basement at depths of a few 
km is usually limited by conduction in pore fluids and is 
relatively resistive in the range of lo3 - IO4 ohm-m, at 
greater depth where thermal gradients may lead to 
temperatures of several hundred degrees or so, interstitial 
aqueous phases may lead to bulk resistivities as low as 10 
ohm-m. 

At still higher temperatures, say 800°C or so, 
semiconduction mechanisms in the bulk material itself 
cause the resistivity of even crystalline rock to drop to 
values of only a few tens of ohm-meters - molten rock 
typically has a resistivity on the order of 1 ohm-m or less. 
Thus it is typical for MT surveys in active tectonic areas 
to indicate a resistive upper crust (lo3 - IO4 ohm-m), 
underlain at a depth of 15-20 km by a zone having a bulk 
resistivity significantly less than IO2 ohm-m (Figure 1 I). 
Most workers feel that this low resistivity material 
represents conductive interstitial fluid - either ion- 
bearing aqueous phases or accumulations of partial melt 
- in a relatively resistive matrix [20]. 

At greater depth (approx. 100 km, as shown in Figure 
1 l), in many areas there seems to be evidence of an 
anomalously low resistivity associated with the 
asthenosphere, perhaps due to small fractions of partial 
melt or melt accumulations [44]. This highly conducting 
(up to 4,000 S) “electrical asthenosphere” is a common 
feature of many seafloor experiments [2, 9, 12, 131, but 
does not appear to be a ubiquitous (at least resolvable) 
feature of global nor continental-scale interpretations [36, 
451. 

There is, on the other hand, substantial evidence for a 
sharp increase in electrical conductivity on a global scale 
at a depth between 400 and 800 km (see Figure 11 as a 
generalization of Figure 7) which many believe is 
associated with the so-called “transition zones” in the 
upper mantle, inferred through seismic studies to be solid- 
solid phase transitions. The present evidence, however, 
for the collocation of sharp changes in electrical 
conductivity with the upper mantle seismic 
discontinuities, while suggestive, is not compelling [26, 
33, 411. 

11.2. Extensional Regimes 
Figure I2 is a conceptual model representing an 
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electrical cross-section of western North America along a 
latitude of approximately 36ON from the Sierra Nevada 
Mountains in the west to the High Plains in the east. 
The Basin and Range province of Eastern California, 
Nevada and Utah, and the Rio Grande Rift of Central New 
Mexico are presently zones of active extension. 

The Sierra Nevada block to the west has been recently 
uplifted by over 4 km along a series of major normal 
faults along its eastern front. The Colorado Plateau is a 
relatively stable province that too has been uplifted several 
km in the last 10 million years. The High Plains 
province has been gently uplifted to the west and slopes to 
the east, relatively undeformed, to the Mississippi River 
and beyond. 

Seismicity and high heat flow are associated with active 
extension in the Basin and Range and the Rio Grande Rift, 
and both provinces are underlain by zones of anomalously 
low resistivity at mid-levels (15-20 km) in the crust 
[Figure 12) - a feature commonly found in many rift 

West East 

zones of the earth [22]. This electrical anomaly - 
thought to represent conductive fluid phases in an 
otherwise resistive solid matrix - is generally associated 
with a zone of seismic attenuation or low seismic velocity 
- hence it has been termed the intracrustal geophysical 
anomaly [22]. This electrical feature is well-bounded 
having a reasonably well-resolved depth to its top, a 
conductance (conductivity-thickness product) of several 
thousand Siemens, and a resolved maximum depth to 
bottom, below which the resistivity increases [21]. The 
intracrustal anomaly does not seem to be present beneath 
the Colorado Plateau (although the crust is significantly 
conductive [34]), and its effect is substantially attenuated 
beneath the High Plains to the east where its conductance 
may be only several hundred Siemens. There is evidence 
that the anomaly is sharply truncated at the face of the 
Sierras to the west. 

Superimposed on this ubiquitous relatively flat-lying 
mid-crustal feature are modulations in the magnitude and 

Sierra Basin & Range Colorado 
Nevada 

Rio Grande High 
Plateau Rift Plains 

-250 0 250 500 750 
Distance, km 

Fig. 12. A two-dimensional conceptual model of western North America from west to east along a latitude 
of approximately 36ON emphasizing the relation of an intracrustal conductivity anomaly to the extensional 
regimes of the Basin and Range province of southern California and Nevada, and the Rio Grande Rift of 
Central New Mexico. For reference, the approximate locations of Las Vegas, Nevada, and Santa Fe, New 
Mexico. are indicated. 
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distribution of conductivity associated with local 
perturbations in the thermal regime, such as the Socorro 
“magma body” ([24]; see Figure 10 and its related 
discussion above). 
11.3. Collisional Regimes 

A generalized composite section representing oceanic 
lithosphere colliding and subducting beneath continental 
lithosphere from electromagnetic studies in several regions 
is illustrated in-Figure 13. Subduction of the Pacific plate 
beneath New Zealand was studied using land-based MT and 
MV data from New Zealand [27]. 

Subduction of the Juan de Fuca plate beneath the 
northwest United States and southwest Canada was studied 
by a number of investigators: MT data from a series of 
parallel east-west profiles in the Cascade Volcanic Belt of 
Washington and Oregon were interpreted by [43]; MT data 
from Vancouver Island were interpreted by [31]. Perhaps 
the most comprehensive single experiment in this region 
involved the simultaneous deployment of an array of land- 
based and ocean floor MT and MV instruments over this 

entire area during Project EMSLAB (Electromagnetic 
Studies of the Lithosphere and Below; see the review of 
MT interpretations by [48] and MV results by [ 18, 231. 
Among the lessons learned from the studies of [18, 431 
should be the great variability of these features along 
strike - a point the reader should keep in mind when 
viewing the generalized 2-D section in Figure 13. 

While the present evidence is not overwhelming, several 
MT workers have suggested the presence of a relatively 
conductive zone (50 ohm-m or less) being subducted 
directly at the continental margin (from -200 to +lOO km) 
beneath both New Zealand and western North America. If 
in fact present, this conductive (150 ohm-m) feature is 
likely to be sediments and/or shallow ocean basement 
saturated with sea water, and appears to be underlain by a 
more resistive (2500 ohm-m) layer representing relatively 
impermeable lower crust and upper mantle. Beneath the 
resistive section, the mantle becomes more conductive. 
Figure 13 more closely represents the situation for 
western North America where the subduction zone (and 

Sea water 
0.3Clm Distance, km 

Fig. 13. A generalized composite section representing oceanic lithosphere colliding and subducting beneath 
continental lithosphere based on electromagnetic studies from several regions of the Pacific: New Zealand 
employing a series of seafloor MT stations along a 190 km SE-NW (from left to right in the figure) profile 
centered at approx. 41s lat. and 175.5E long.; Vancouver Island in southwest Canada using land MT 
stations along an 80 km SW-NE profile centered at 49N lat. and 124.5E long.; the Pacific Northwest of the 
United States (from seafloor and land MT stations along a 350 km W-E profile at a latitude of 45N, 
crossing the coast 30 km north of Newport, Oregon. A relatively conductive (50 ohm-m or less) zone 
dipping from left to right is likely to be sea water saturated sediments and/or shallow ocean basement 
subducted with the oceanic plate. A unique feature of the Pacific Northwest (as compared to the New 
Zealand subduction zone) is a profound electrical anomaly (110 ohm-m) subtending the volcanically active 
High Cascades at a depth of 15-20 km, extending to the east to the Basin and Range province. 
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continental margin) is relatively close to the spreading 
center along the Juan de Fuca ridge. Recent advected 
mantle material is hotter and more conductive (perhaps 
150 ohm-m at 50 km depth) beneath western North 
America than the older, colder plate being subducted 
beneath New Zealand (perhaps 2100 ohm-m above a depth 
of 150 km). 

A unique feature of the Pacific Northwest (as compared 
to the New Zealand subduction zone) is a profound 
electrical anomaly (110 ohm-m) subtending the 
volcanically active High Cascades at a depth of 15-20 km, 

extending to the east to the Basin and Range province. 
Some workers have suggested that features associated with 
Basin and Range extension are being imprinted on 
processes beneath the Cascades [e.g. 231. In fact, [43] 
likened the High Cascades intracrustal anomaly to a 
similar feature beneath the Rio Grande rift (discussed 
above). As indicated in Figure 13, the behavior of the 
subducted oceanic conductor (<50 ohm-m) is not clear in 
the vicinity of the High Cascades intracrustal anomaly 
(110 ohm-m). 
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Magnitudes and Moments of Earthquakes 

Katsuyuki Abe 

1. EARTHQUAKE MAGNITUDE 

Charles Richter’s [29] original magnitude scale, called 
the local magnitude ML, was designed to provide a relative 
measure of the size of waves recorded in southern California 
from local earthquakes, i.e., 

ML=logA+B (1) 

where A is the maximum trace amplitude (in mm) on 
records of specific Wood-Anderson torsion seismographs 
and B is the distance correction. The predominant period of 
the waves used is usually 0.1-3 s. To generalize the 
restrictive range of earthquakes that could be quantified with 
ML, Gutenberg [I71 used the amplitude of distant surface 
waves in his definition of the surface-wave magnitude M,, 
and he thus extended the Richter’s scale to observations at 
any distance. M, is defined as 

M, = log A + 1.656log D + 1.818 (3 

where A is the maximum combined horizontal ground 
amplitude (in microns) for surface waves with periods of 
about 20 s and D is the angular epicentral distance (in 
degrees). Gutenberg [ 181 and Gutenberg and Richter [?O] 
also used the maximum amplitude of body waves to define 
the body-wave magnitude, mg: 

fl!B = log (A/T) + Q (3) 
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where A is the maximum ground amplitude (in microns), T 
is the corresponding period (in s), and Q is the correction 
function for the type of body-wave phase (P, PP and S), 
epicentral distance and focal depth. Usually the period of 
the waves used ranges from 4-20 s [S]. 

Since these formulas were established, many variations 
of these scales have been proposed for different regions, 
magnitude ranges and instruments by many investigators. 
Several tens of the existing relations are compiled by Bath 
[I?]. These scales have not always been calibrated well 
against the original scale, and mixed use of inhomogeneous 
magnitude values requires some caution [3, 251. There is 
significant inhomogeneity in the existing magnitude 
catalogs [ 16, 31. For example, the single magnitude values 
in the famous catalog of Gutenberg and Richter [19] are 
basically M, for large shocks shallower than 40 km, but 
are ma or modified Ina for large shocks deeper than 40 km 
[3, 51. 

The body-wave magnitude of current use, denoted by 
/Hi, is determined routinely from the amplitude in the first 
few cycles of l-s period P waves on “narrow-band” 
instruments. Owing to the substantial difference in the 
wave period and the way the maximum amplitude is 
measured, i?zh and l?ra are distinct and should not be used as 
the same scale. 

Extensive studies by Gutenberg and Richter suggested 
that M,, I?ta and ML are related to each other and can be 
used to represent the total energy (E) released in seismic 
waves. Through repeated revisions, Gutenberg and Richter 
[20] derived empirical relations: 

/??B = I.7 + 0.8ML - 0.01 ML’ (4) 
i)lB = 0.63M, + 2.5 

(5) 
(6) 
(7) 
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Since then, a large number of relations have been proposed 
for different magnitude scales [e.g., 121. Recently Kikuchi 
and Fukao [27] claimed that the seismic wave energy from 
equation (7) is systematically large, by one order of 
magnitude, than that from a waveform inversion of body 
waves of large earthquakes. 

The general distribution of earthquakes over the 
observed range of magnitude M can be represented simply 
by 

logN=a-bM (8) 

where a and b are constants, and N is the number of 
earthquakes in a certain magnitude range or the number of 
earthquakes larger than M [e.g., 191. The value b for 
shallow earthquakes in the world is very close to unity. 
This implies that for shallow shocks a decrease of one unit 
in magnitude corresponds to an approximately ten-fold 
increase in tiequency. 

Since the magnitude is determined empirically from 
observed records at a given period without due consideration 
to the physics of the earthquake process, its physical 
significance in terms of earthquake size is somewhat vague. 
This is particularly so for large earthquakes in which the 
source dimension is much larger than the wave length of 
seismic waves used for the magnitude determination, and 
consequently the scale saturates owing to the magnitude- 
period dependence [IO]; in other words, magnitudes can 
sometimes badly underestimate true earthquake size for 
large earthquakes. For example, M, is determined from 
surface waves with a period of about 20 s and suffers 
saturation at M, greater than about 8. mb from l-s period 
body waves suffers saturation at mb greater than about 6.5. 

Table 1 lists the values of surface-wave magnitude M, 
of large shallow earthquakes of 1899-1990 with M, = 7.9 
or over, and broad-band body-wave magnitude ina for large 
deep earthquakes with n?g = 7.6 or over. Earthquakes with 
depths below 70 km are called here deep earthquakes. The 
epicenters from this table are mapped on Figure 1. For 
smaller earthquakes, see the references in the table. 

2. SEISMIC MOMENT 

The quantification of earthquakes has been a problem 
with a very complex history, because of difficulty in 
representing earthquake size by a single parameter. Recent 
progress in seismology provided more quantitative scales 
than the magnitude. According to elastic dislocation 
theory, an earthquake can be modeled by shear faulting. In 
this model, energy and potency are physically meaningful 
parameterizations of earthquake size even in a 

heterogeneous medium [ 13, 221. The other 
parameterization is seismic moment M, [9], which is of 
currently wide use. M,, can be related to the faulting by the 
relation: 

M, = /IDS (9) 

where ,D is the rigidity of the material surrounding the fault, 
D is the average dislocation on the fault plane, and S is the 
surface area of the fault. S can often be approximated by S 
= LW where L and W are the length and width of the fault, 
respectively. Since the seismic moment is proportional to 
the amplitude of seismic waves at periods sufficiently 
longer than the time scale of the faulting process, it can be 
reliably measured from observational data. 

Kanamori [24] related M, to the energy released in 
earthquakes and introduced a new magnitude scale Mw: 

M, = (log M,(Nm) - 9.1)/l .5 (10) 
log W = 1.5M, + 4.8 (11) 

where W gives the minimum estimate of the strain energy 
drop (difference in strain energy before and after an 
earthquake). M, is often called moment magnitude [21]. 
Since M, does not suffer from saturation as the size of 
earthquake faulting increases, the M, scale can be used as a 
natural con-tinuation of the M, scale for great earthquakes. 
The 1960 Chilean earthquake has the largest M,, 9.5. In 
much the same way as M,, a moment magnitude for deep 
earthquakes is defined from MO [4,25]: 

m, = (log M,(Nm) - 3.1)/2.4 (12) 

A remarkable linearity between log M, and log S is 
suggested for large and great shallow earthquakes [I]: 

log M, (Nm) = 1.5log S + 15.1 (13) 

where S is in km’. This linearity is interpreted in terms of 
constant average stress drop [ 1 I]. 

In recent studies, the seismic moments have been 
derived from moment tensor analyses of long-period 
seismic waves [e.g., 141. The values of M, for major 
earthquakes have been available on a routine basis in 
Monthly Listing of Preliminary Determination of 
Epicenters by U.S. Geological Survey since July, 1981. 

Table 2 lists a selection of the values of surface-wave 
magnitude M,, seismic moment M,, fault length L, fault 
width Wand average dislocation on the fault D for shallow 
earthquakes. The selection illustrates variation of source 
parameters over a wide range of the magnitude. For an 
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TABLE 1. Magnitudes of Large Shallow Earthquakes with MS = 7.9 or over and Deep Earthquakes with 
mu = 7.6 or over from 1899 to 1990 [3, 5, 71 

Y&W MoDy HrMn Lat Long lllg Depth 
(km) 

Epicenter 

1899 9 04 0033 60.0 
1899 9 10 3141 60.0 
1901 8 9 1301 -22.0 
1906 1 31 1536 1 .o 
1906 8 17 0040 -33.0 
1909 7 I II 77 092 1 -18.0 
1909 3 13 1429 31.5 
1909 7 7 2137 36.5 
1910 4 12 0022 25.5 
1910 6 16 0630 -19.0 
1911 6 15 1426 29.0 
1913 3 14 0845 4.5 
1913 10 14 0808 -19.5 
1914 5 26 1422 -2.0 
1914 II 24 1153 22.0 
1915 5 1 0500 47.0 
1917 5 1 1826 -29.0 
1917 6 26 0549 -15.5 
1918 5 20 1755 -28.5 
1918 8 15 1318 5.5 
1918 9 7 1716 45.5 
1919 I 1 0259 -19.5 
1919 4 30 0717 -19.0 
1919 5 6 1941 -5.0 
1920 6 5 0421 23.5 
1920 9 20 1439 -20.0 
1920 12 16 1305 36.0 
1921 11 I5 2036 36.5 
1922 II 11 0432 -28.5 
1923 3 3 1601 54.0 
1923 9 I 0258 35.3 
1924 4 14 1620 6.5 
1926 6 26 1946 36.5 
1927 5 22 3333 36.8 
1938 12 I 0406 -35.0 
1931 8 10 2118 47.0 
1931 10 3 1913 -10.5 
1932 5 14 131 I 0.5 
1932 6 3 1036 19.5 
1933 3 2 1730 39.3 
1934 1 15 0843 26.5 
1934 7 18 1940 -11.8 
1935 9 20 0146 -3.5 
1938 2 1 1904 -5.3 
1938 11 IO 2018 55.5 
1939 4 30 0255 -10.5 
1939 12 ?I 2100 0.0 
1940 5 24 1633 -10.5 
1941 II 25 1803 37.5 

-142.0 
- 140.0 
170.0 
-81.5 
-72.0 

-179.0 
142.5 
70.5 

122.5 
169.5 
29.0 
26.5 
69.0 
37.0 
43.0 
55.0 
77.0 

-173.0 
-71.5 
123.0 
151.5 

- 176.5 
-172.5 

154.0 
122.0 
168.0 
105.0 
70.5 

-70.0 
161.0 
139.5 
126.5 
27.5 

102.0 
-72.0 
90.0 

161.8 
126.0 

-104.3 
144.5 
86.5 

166.5 
141.8 
130.5 

-158.0 
158.5 
133.0 
-77.0 
-18.5 

7.9 
8.0 
7.9 
8.3 
8.1 

7.9 

8.0 

8.0 
7.9 
8.4 

8.0 
8.2 

8.2 
7.9 
8.0 
7.9 
8.6 

8.3 
8.3 
8.2 
8.3 

7.9 
8.0 
7.9 
7.9 
8.0 
8.2 
8.5 
8.3 
8.1 
7.9 
8.2 
8.3 
8.0 

7.9 
8.2 

7.6 550 
7.6 80 
7.6 230 
7.6 200 
7.9 loo 
8.1 160 

7.6 230 

7.9 110 

7.6 80 

7.7 180 

7.6 

7.7 

215 

loo 

7.8 150 

S. Alaska 
S. Alaska 
Loyalty Is. 
Ecuador 
Central Chile 
W. of Tonga Is. 
S. of Honshu, Japan 
Hindu Kush 
Taiwan 
Vanuatu Is. 
Ryukyu Is. 
Talaud Is. 
Vanuatu Is. 
W. New Guinea 
Volcano Is. 
Kurile Is. 
Kemladec Is. 
Tonga Is. 
Central Chile 
Mindanao, Philippines 
Kurile Is. 
W. of Tonga Is. 
Tonga Is. 
Solomon Is. 
Taiwan 
Loyalty Is. 
Northern China 
Hindu Kush 
Central Chile 
Kamchatka 
Honshu, Japan 
Mindanao, Philippines 
Dodecanese Is. 
Tsinghai Prov., China 
Central Chile 
Sinkiang Prov., China 
Solomon Is. 
Molucca Passage 
Jalisco, Mexico 
Honshu, Japan 
Nepal-India 
Santa Cruz Is. 
New Guinea 
Banda Sea 
Alaska Peninsula 
Solomon Is. 
N. Celebes 
Peru 
N. Atlantic Ocean 



ABE 209 

TABLE 1. (continued) 

YW MoDy Hr Mn Lat Long MS Yllg Depth Epicenter 
(km) 

1942 5 14 
1942 8 6 
1942 8 24 
1942 11 10 
1943 4 6 
1943 7 23 
1944 12 7 
1945 11 27 
1946 8 4 
1946 12 20 
1948 1 24 
1949 8 22 
1950 8 15 
1950 12 9 
1951 11 18 
1952 3 4 
1952 11 4 
1953 11 25 
1957 3 9 
1957 12 4 
1958 7 10 
1958 11 6 
1960 5 21 
1960 5 22 
1961 9 8 
1963 10 13 
1963 11 4 
1964 3 28 
1965 2 4 
1966 12 31 
1968 5 16 
1971 1 10 
1976 1 14 
1977 8 19 
1985 9 19 
1986 10 20 
1989 5 23 
1990 None 

0213 -0.8 -81.5 
2336 14.0 -91 .o 
2250 -15.0 -76.0 
1141 -49.5 32.0 
1607 -30.8 -72.0 
1453 -9.5 110.0 
0435 33.8 136.0 
2156 24.5 63.0 
1751 19.3 -69.0 
1919 32.5 134.5 
1746 10.5 122.0 
0401 53.8 -133.3 
1409 28.5 96.5 
2138 -23.5 -67.5 
0935 30.5 91.0 
0122 42.5 143.0 
1658 52.8 159.5 
1748 34.0 141.5 
1422 51.3 -175.8 
0337 45.2 99.2 
0615 58.3 -136.5 
2258 44.4 148.6 
1002 -37.6 -73.1 
1911 -38.2 -72.6 
1126 -56.3 -27.1 
0517 44.9 149.6 
0117 -6.9 129.5 
0336 61.1 -147.5 
050 1 51.3 178.6 
1823 -11.9 166.4 
0048 40.9 143.4 
0717 -3.2 139.7 
1647 -29.0 -177.4 
0608 -11.2 118.4 
1317 18.2 -102.5 
0646 -28.1 -176.4 
1054 -52.3 160.6 

7.9 
7.9 
8.2 
7.9 
7.9 

8.0 
8.0 
8.0 
8.2 
8.2 
8.1 
8.6 

8.0 
8.3 
8.2 
7.9 
8.1 
8.0 
7.9 
8.1 
7.9 
8.5 

8.1 

8.4 
8.2 
7.9 
8.1 
7.9 
7.9 
8.1 
8.1 
8.1 
8.2 

7.6 90 

7.7 100 

7.6 125 

7.8 108 

Ecuador 
Guatemala 
Peru 
Prince Edward Is. 
Central Chile 
S. of Java 
S. Honshu, Japan 
West Pakistan 
Dominican Rep. 
Shikoku, Japan 
Panay, Philippines 
Queen Charlotte Is. 
India-China 
Chile-Argentina 
Tibet 
Hokkaido, Japan 
Kamchatka 
Honshu, Japan 
Aleutian 1s. 
Mongolia 
S. Alaska 
Kurile Is. 
Central Chile 
Central Chile 
South Sandwich Is. 
Kurile Is. 
Banda Sea 
S. Alaska 
Aleutian Is. 
Santa Cruz Is. 
Honshu, Japan 
W. New Guinea 
Kermadec Is. 
S. of Sumbawa Is. 
Michoacan, Mexico 
Kemiadec Is. 
Macquarie Is. 

Here “deep” is used for focal depths larger than 70 km. For 1981-1990, the M, values are taken from 
Prelirrrinury Determiuution of Epicenters of U.S. Geological Survey. 

extensive compilation, see Purcaru and Berckhemer [28]. 
Relations involving seismic moment, magnitude, energy 
and fault dimension are discussed on the basis of this kind 
of the data set and dislocation models [26, 151. Table 3 
lists a selection of values of broad-band body-wave 
magnitude rng, short-period body-wave magnitude ln,, and 
seismic moment M, of large deep earthquakes. 

3. TSUNAMI MAGNITUDE 

Like long-period seismic waves, tsunami waves carry 
the information of the source displacement having a long 
time constant of 300-3000 s. With this in mind, the 
tsunami magnitude scale M, for an tsunamigenic earthquake 
was introduced; 
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Fig. I. Large earthquakes for the period from 1899 to 1990. Asterisks denote shallow shocks with M, = 
7.9 or over, and triangles denote large shocks deeper than 70 km with rng = 7.6 or over. 

TABLE 2. Seismic Moments and Source Parameters of Shallow Earthquakes [ 151 

YtQl- MO Dy Epicenter M, MO L W D 
( I Ozo Nm) (km) (km) (ml 

1913 9 1 
1927 3 7 
1930 II 35 
1931 9 21 
1933 3 2 
1933 3 II 
1940 5 I9 
1943 9 IO 
1944 12 7 
1945 I I2 
1946 13 20 
1948 6 28 
19.53 3 4 
1957 7 21 
1954 I2 16 
1960 5 22 
1961 8 19 
1963 3 27 
1963 8 3 
1963 IO I3 
1963 II I7 
1964 3 I5 
1964 3 18 
1964 6 I6 
1965 2 4 
I965 3 30 

Kanto 8.1 7.6 130 
Tango 7.6 0.46 35 
Kita-Izu 7.2 0.2 20 
Saitama 6.7 0.068 20 
Sanriku 8.5 43 I85 
Long Beach 6.2 0.028 30 
Imperial Valley 7.1 0.48 70 
Tottori 7.4 0.36 33 
Tonankai 8.0 I5 120 
Mikawa 6.8 0.087 I2 
Nankaido 8.2 15 110 
Fukui 7.3 0.33 30 
Tokachi-Oki 8.3 17 180 
Kern County 7.8 3 60 
Fairview 7.1 0.13 36 
Chile 8.5 2700 800 
Kitamino 6.9 0.09 I3 
Wakasa Bay 6.8 0.033 20 
North Atlantic 6.9 0.12 32 
Kurile Is. 8.1 75 250 
North Atlantic 6.5 0.038 17 
Spain 6.8 0.13 95 
Alaska 8.4 750 500 
Niigata 7.5 3.2 80 
Rat Is. 8.3 140 500 
Rat Is. 7.4 3.4 50 

70 2.1 
I3 3 
II 3 
IO I 

100 3.3 
I5 0.2 
II 2 
13 2.5 
80 3.1 
I1 2.2 
80 3.1 
13 2 

100 I .9 
I8 4.6 
6 2 

200 24 
IO 2.5 
8 0.6 

II I 
I50 3 

9 0.48 
IO 0.42 

300 7 
30 3.3 

I50 2.5 
80 I.2 
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TABLE 2. (continued) 

YtW MO Dy Epicenter M, Mo L W D 
(lO*O Nm) (km) (W (ml 

1966 6 28 Parkfield 5.9 0.032 26 7 0.6 
1966 7 4 Aleutian 6.8 0.226 35 12 I .6 
1966 9 12 Truckee 6.3 0.0083 10 10 0.3 
1966 10 17 Peru 7.8 20 80 140 2.6 
1967 7 22 Turkey 7.1 0.83 80 20 1.7 
1968 4 9 Borrego 7.0 0.063 33 11 0.58 
1968 5 16 Tokachi-Oki 8.1 28 150 100 4.1 
1968 7 1 Saitama 5.4 0.019 10 6 0.92 
1968 8 31 Itan 7.1 1 80 20 2.1 
1969 2 28 Portuguese 7.8 5.5 80 50 2.5 
1969 8 11 Kurile Is. 7.8 22 180 85 2.9 
1969 9 9 Gifu 6.6 0.035 18 10 0.6 
1970 5 31 Peru 7.6 10 130 70 1.6 
1971 2 9 San Fernando 6.6 0.12 20 14 1.4 
1973 6 17 Nemuro-Oki 7.7 6.7 60 100 1.6 

The M, values are taken from Abe [3] and other sources. Slight changes for the 1960 Chilean, the 1964 
Alaskan, and the 1963 Kurile Islands earthquakes have been made according to the original references. 

TABLE 3. Magnitudes and Seismic Moments of Large Deep Earthquakes [4] 

YEW MoDy Epicenter Depth 
(km) 

m ‘nb M, 

( lOI Nm) 

1954 3 29 Spain 640 7.0 
1957 11 29 Bolivia 170 7.4 
1958 7 26 Bolivia 620 7.2 
1959 6 14 Chile 100 7.5 
1960 1 15 Peru 150 6.9 
1961 8 31 Brazil 626 7.0 
1962 12 8 Argentina 620 6.9 
1963 7 4 Tonga Is. 158 6.9 
1963 8 15 Peru 543 7.3 
1963 8 25 Fiji 557 6.8 
1963 11 4 Banda Sea 108 7.8 
1963 11 9 Peru 576 7.2 
1964 1 30 New Hebrides 139 6.9 
1964 3 21 Banda Sea 373 6.6 
1964 4 24 New Guinea 99 6.9 
1964 5 26 S.Sandwich Is. 114 7.5 
1965 3 18 Tonga Is. 219 6.3 
1965 11 3 Brazil 587 6.7 
1965 11 18 Tonga Is. 417 6.1 
1965 12 8 New Zealand 153 6.1 
1966 2 4 New Hebrides 183 6.5 
1966 3 17 Tonga Is. 627 6.2 

6.1 
5.8 
6.3 
5.8 
5.4 
5.9 
5.6 
5.6 
5.6 
5.9 

700 
650 
280 

87 
50 
83 
79 
15 

690 
88 

3100 
310 

30 
8.7 

18 
620 

3.5 
25 

3.9 
2.0 

16 
21 
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TABLE 3. (continued) 

YKX MoDy Epicenter Depth 
(km) 

lllg lnb MO 

( lOI Nm) 

1966 
1966 
1967 
1967 
I967 
1967 
1968 
1968 
1968 
1968 
1968 
1968 
1969 
1969 
1969 
1970 
1970 
1970 
1971 
1972 
1973 
1973 
1975 

6 22 
7 21 
8 12 
9 4 

10 9 
12 1 

1 20 
2 28 
3 11 
5 14 
9 26 

10 7 
1 19 
3 31 

12 18 
5 27 
7 31 
8 30 
1 29 
3 30 
9 IO 
9 29 
9 77 u -- 

Banda Sea 523 6.7 6.1 7 
Tonga Is. 589 6.1 5.6 4.0 
Fiji Is. 144 6.5 5.7 11 
Kermadec Is. 223 6.4 5.6 4.0 
Tonga Is. 605 7.1 6.2 57 
Kurile Is. 144 6.4 5.9 7.1 
Kermadec Is. 352 6.0 5.7 2.8 
Japan 348 6.4 5.7 3.6 
Tonga Is. 87 6.3 5.9 5.8 
Ryukyu Is. 162 6.5 5.9 16 
Tonga Is. 202 6.0 5.7 1.9 
Bonin Is. 518 7.2 6.1 160 
Japan 238 7.3 6.3 91 
Japan Sea 397 6.6 5.7 17 
Sakhalin 329 6.4 5.9 10 
Bonin Is. 406 7.1 6.0 80 
Colombia 653 7.5 6.5 2200 
Okhotsk Sea 643 7.2 6.5 110 
Okhotsk Sea 515 6.9 6.0 28 
Fiji Is. 479 6.9 6.1 37 
Vladivostok 552 6.5 5.8 15 
Vladivostok 567 7.4 6.3 640 
Fiji Is. 338 6.8 6.1 21 

- 

TABLE 4. Magnitudes of Super-Great Tsunamigenic Earthquakes and Maximum Tsunami Heights [2] 

YlW MO Dy Epicenter M, M, M, Maximum height 

1960 5 22 Chile 9.5 8.5 9.4 25 m, Isla Mocha 
1946 4 1 Aleutians 7.3 9.3 30 m, Unimak Is. 
1837 II 7 Chile 9.3 6 m, Hilo, Hawaii 
1964 3 28 Alaska 9.2 8.4 9.1 30 m, Valdes Inlet 
1841 5 17 Kamchatka 9.0 4.6 m, Hilo, Hawaii 
1868 8 13 Chile 9.0 14 m, Arica 
1877 5 10 Chile 9.0 21 m, Mejillones 
1952 11 4 Kamchatka 9.0 8.2 9.0 18 m, Paramushir Is. 
1957 3 9 Aleutians 9.1 8.1 9.0 12 m, Unimak Is. 
1923 2 3 Kamchatka 8.3 8.8 8 m, Kolgir Bay 
1906 1 31 Ecuador 8.8 8.2 8.7 3.6 m, Hilo, Hawaii 
1918 9 7 Kurile Is. 8.2 8.7 12 m, Urup Is. 
1922 II 11 Chile 8.5 8.3 8.7 9 m, Chanaral 
1896 6 15 Japan 8.6 38 m, Ryori, Japan 
1965 2 4 Aleutians 8.7 8.2 8.6 10 m, Semya Is. 
1755 II I Lisbon 8.6 I8 m, Cadiz, Spain 
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M,= log H +B (14) 

where H is the maximum amplitude of tsunami waves (in 
m) measured by tide gages and B is the distance correction 
[2, 61. The scale is calibrated against M,. M, provides a 
useful scale for distinguishing tsunami earthquakes from 
ordinary earthquakes by MS-M, disparity. The tsunami 
earthquake refers to an earthquake which generates 
disproportionately large tsunamis for the relatively small 
M,, while the tsunamigenic earthquake simply means an 
earthquake with tsunamis. A recent example of such a 
tsunami earthquake is the Kurile Islands earthquake of June 

10, 1975 (M, = 6.8, M, = 7.9). 
Table 4 lists the values of moment magnitude M,, 

surface-wave magnitude M,, tsunami magnitude M,, and 
the maximum run-up heights for historically super-great 
tsunamigenic earthquakes with M, = 8.6 and above. The 
1946 Aleutian Islands and the 1896 Sanriku events are 
known as the devastating tsunami earthquakes [23]. It can 
be seen that the M, scale suffers saturation for these great 
events, i.e., M, << M,. 
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Crustal Structure of the Earth 

Toshiro Tanimoto 

1. INTRODUCTION 

The boundary between the crust and the mantle was 
discovered by Mohorovicic in 1909 under the European 
continent. Subsquent research in this century established 
the major differences between the continental and oceanic 
crust; a typical thickness for the continental crust is 30-50 
km while a typical thickness for me oceanic crusts is 6 
km. In terms of history the continental crust contains a 
much longer history of 4 billion years, whereas the 
oceanic crust contains at most 200 million years of history 
because of recycling of oceanic plates. 

Because of its long history, the continental crust has 
been subjected to various tectonic processes, such as 
repeated episodes of partial melting, metamorphism, 
intrusion, faulting and folding. It is thus easier to find 
systematic relationships between age and structure of 
oceanic crusts. However, the existence of hotspots as well 
as changing patterns of plate motion complicate oceanic 
crustal structure. In this section, we assemble crustal 
thickness data from various tectonic provinces and discuss 
their implications. 
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2. OCEANIC CRUSTS 

2.1. Classic Subdivision and Mean Crustal Thickness 
The oceanic crust is classically divided into three layers 

[521; Layer 1 is the sedimentary layer, whose thickness 
varies widely according to sediment sources, and Layer 2 
has a thickness of 1 S-2.0 km and P-wave velocity of 4.5 
5.6 km/s and Layer 3 has a thickness of 4.5-5.0 km and P- 
wave velocity of 6.5-7.0 km/s. Combined thickness of 
layer 2 and 3 is often referred to as the oceanic crustal 
thickness and we adopt this convention. For the 
continental crust, we define the thickness from the surface 
to the Mohorovicic discontinuity (Moho). 
The interpretation of oceanic velocity structure is based 

on two independent sources of information; one is by 
comparison of seismic velocities in laboratory 
measurements of rocks from ocean drilling cores with the 
velocities measured in seismic refraction experiments. 
The other is based on analogy with structures in ophiolite 
complexes. A commonly held view (e.g.,[65] ) is that 
Layer 2 starts with extrusive volcanic rocks at shallow 
depths which grade downward from pillow basalts into 
sheeted dikes. There is a transition zone at the top of 
Layer 2 which shows inter-fingering of extrusive basaltic 
rocks and sheeted dikes. Layer 3 has properties 
appropriate to the massive to cumulate gabbro layer seen 
in ophiolite complexes. The top of Layer 3 has a 
transitional layer which shows interfingering of sheeted 
dikes (at the bottom of Layer 2) and isotropic gabbro (at 
the top of Layer 3). The isotropic gabbro layer is 
underlain by layered gabbro and harzburgite successively. 

The traditional seismic modelling used a few 
homogeneous layers, which has been replaced by layers 
which contain velocity gradients in recent studies (e.g., 
[66]). If the assumption of a few stack of homogeneous 

214 
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fi 

Thickness 

Layer 2 

Layer 3 

Raitt [52] Shor et al. 1591 

1.750.8 1.51tl.O 

4.9k1.4 4.6rt1.3 

Christensen and Salisbury [91 

1.4kO.S 

5.OU.3 

White et al.[70] 

2.1kO.6 

5.tio.9 

P-Wave velocity 

Layer 2 

Layer 3 

5.EO.6 5.2f0.6 5.0-10.7 

6.7kO.3 6.8f0.2 6.7f0.2 

layers are used in regions of steep velocity gradient, 
estimates of crustal thickness can be misleading. Table 1 
quotes the thicknesses of layer 2 and 3 from four studies 
during the last few decades. They are from P-wave 
velocity structure by refraction studies. Typically, 
thickness of layer 2 is 1.5-2.0 km and that of layer 3 is 
4.5-5.0 km. Table 2 shows a compilation of mean crustal 
thickness, a sum of layer 2 and layer 3 thicknesses, which 
is almost uniformly 6 km. The most recent study [70] 
claims a somewhat higher value of 7.1 km and attributes 
this difference to underestimation of older studies. They 
claim that a travel time slope-intercept method of 
interpretation in previous studies may significantly 
underestimate the true thickness because it usually does 
not take into account the velocity gradients. Synthetic 
seismogram technique alleviates this problem. Note, 
however, that the difference is relatively small, up to 1 
km, although it may be systematic. We thus summarize 
that the oceanic crustal thickness (excluding layer 1) is 6- 
7km. 

2.2 Age Dependence 
In general, age dependence of crustal thickness is 

considered to be weak. In fact, constancy of crustal 
thickness has been regarded as almost a fact. While it is 
true that oceanic crust has fairly constant thickness 
everywhere in the ocean, there exist a few studies which 
claimed to have discovered the age dependence. Table 3 
shows comparisons for crustal thickness between young 
oceanic region (younger than 30 million years old) and 
old oceanic region (older than 30 my). There are 
differences of 0.3-0.6 km between these two regions. 
Physical mechanism for the age dependence is not clear, 
however. It indicates somewhat thicker crustal generation 
in older oceans or gradual evolution of oceanic crust, but 
detailed mechanism for them are not available. Also, care 

must be taken before interpreting this difference, since 
there are a large number of seamounts in the old oceans 
which tend to biase the estimate toward thicker crusts. In 
that case, older oceans simply have anomalous crustal 
thickness due to seamounts and may not have thicker 
crusts uniformly. 

2.3. Regions of Thin Crust 
There are three regions where oceanic crust is reported 

to be thin; they are (i) a slow spreading rate (less than 2 
cm/year) region, (ii) non-volcanic rifted margin which 
underwent extensional tectonics at some point in history 
and (iii) fracture zones (Table 4). The region (i) probably 
reflects the fact that an amount of partial melt is small 
under slow spreading ridges and thus crustal material is 
not transported from the mantle to shallow depths. Sleep 
[61] has shown that magma body under slow spreading 
ridges (less than 1 cm/y) may not be stable due to lateral 
conduction of heat. A seismic body wave study by 
Sheehan and Solomon [58] and a surface wave study by 
Zhang and Tanimoto [74] also showed the evidences for 
relatively fast seismic velocity under slow spreading 
ridges which indicate lack of or very little amount of melt 
under ridge axes. The region (ii) corresponds to an area 
where extreme extension had occurred in history. An 
example for this region is near the continental edge of 
(Central) Atlantic Ocean where extension played the 
major part in the continental break-up. The reason for thin 
crusts under fracture zones was recently shown to be 
caused by an extremely thin layer 3 or a lack of it under 
fracture zones [68] at least on the slow-spreading, Mid- 
Atlantic Ridge. This supports the idea that accretion and 
upwelling at slow-spreading ridges are focused near the 
center of segments rather than close to fracture zones. 
Bouger gravity anomaly also shows the so-called Bull’s 
eye (low) gravity anomaly near the center of segments 
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TABLE 2. Mean Crustal Thickness 

Thickness (km) Region 

Raitt [521 6.6k1.6 Pacific 

Shor et al. [591 6.1k1.6 Pacific 

Houtz [241 5.621.3 Atlantic 

McClain 1361 5.8kO.9 Pacific 

McClain and Atallah [371 5.9f0.9 Pacific 

Keen et al. [291 5.8tl.l Atlantic, Pacific 

White et al. [70] 7.1kO.8 Atlandc,Indian,Pacifc 

TABLE 3. Age dependence of crustal thickness 

younger than 30 my older than 30 my 

McClain and Atallah [371 5.7M.9 6.M0.9 

White et al 1701 6.5ti.8 6.9f0.3 

White et aI I701 7.0&0.6 7.6f0.5 

Region 

Pacific 

Pacific 

Atlantic 

TABLE 4. Thin crust regions 

Oceanic Crustal Thickness (km) 

Slow spreading region (less than 2 cm/y) 2.1f0.6a 

Non-volcanic rifted margin 4.9+1.+ 

Fracture zones 
Note: a. Jackson et al. 1261 

b. Ginzburg et al. [19] 
Horsefield et al. [23] 
Pinheiro et al. [4h] 
White et al. [70] 

4.&l .3c 
c. Minshull et al. [40] 

Whitmarsh et al. [7 l] 
Cormier et al. [ 111 
Sinha nd Louden [60] 
Potts et al. [48][47] 
Louden et al. [33] 
Detrick et al. [ 1.51 

TABLE 5. Oceanic crustal thickness in plume affected regions 

Region Thickness (km) 

Madagascar 21.2 Sinha et al. 1601 

Kerguelen 18.5, 20.5 Recq et al. [53 1 

S. Iceland 20.24 Bjamason et al. [701a 
Note: a. as referenced in White et al. [70] 
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because of thickness variations of layer 3. 

2.3. Regions of Thick Crust 
Thick oceanic crusts are found where hotspots (plumes) 

were or are currently under the ridge axes (Table 5). A 
typical crustal thickness reaches 20 km in such regions. 
Increased amount of partial melt due to high temperature 
in the hotspot regions must have been the reason. Some 
studies report a value of about 10 km, which is higher 
than the average value of 6-7 km. This can be explained 
that hotspots were not exactly under the ridge axes but 
were only in the neighborhood. 
Many oceanic plateaus, such as the Ontong-Java plateau, 

also have thick crusts due to a large amount of melt by 
mantle plumes at the time of its generation. In this case, 
ridges may not have existed close by but the plume could 
have had a large flux and melt. 

3. CONTINENTAL CRUSTS 

3.1. Classical Division 
Various tectonic activities have produced a wide range 

of continental crust during its long history. Structure 
within a continental crust is complex both in P-wave 
velocity variations and rock types. There are, however, 
approximately four layers within the crust and 
identification is often done with P-wave velocity. The first 
layer consists of sediment, characterized by P-wave 
velocity lower than 5.7 km/s. The second layer has P- 
wave velocity of 5.7-6.4 km/s, the majority of which is 
considered to be granite and low-grade gneisses. The third 
layer has P-wave veIocity of 6.4-7.1 km/s and the fourth 
layer has 7.1-7.6 km/s. There are many candidates for the 
compositions of layers 3 and 4. The P-wave velocity of 
7.6 km/s is typically the lowest end of P-wave velocity 
expected at the uppermost mantle (Pn velocity). Thus a 
layer with P-wave velocity of 7.6 km/s or higher is 
considered to be in the mantle. Crustal thickness or depth 
to Moho is 39 km on average, but it has some variations 
according to its regions. Conrad discontinuity, which is 
often found under continents in the mid-crust (about 15 
km depth), is found between the first and the second layer 
in some regions, but it is not universal. 

3.2. Shields and Platforms 
Shields and platforms have generally thick crusts, 

typically exceeding 40 km. There are some variations 
among different regions (Table 6) and among different 
age provinces within a shield. They have relatively thick 
lower crust, which often lack clear signals in seismic 
reflection data (with occasional exceptions). Also the 
lower crust seems to have smooth velocity transitions 

from deep seismic sounding studies [38]. They suggest a 
lack of discontinuities in the lower crust. These features 
are usually interpreted as moderate level of differentiation 
in the lower crust. 

3.3. Paleozoic and Mesozoic Regions 
This region typically has crustal thickness of about 30 

km (Table 7). The fourth layer in the classical division (a 
Iayer with P-wave velocity 7.1-7.6 km/s) is almost always 
missing in this region. Consequently, P-wave velocity 
makes a sharp velocity jump at the Moho. Wide angle 
reflection from Moho (PmP) is often strong because of it. 
Also, the Conrad discontinuity is often found in this 
region. However, most data are biased to European 
continents, thus requiring some care in generalizing its 
features. 

3.4. Mountain Belts in the Cenozoic Era 
The Alpine-Himalaya erogenic belts and the Rocky 

mountains are the typical regions in this category. Crustal 
thickness in this region varies between 40 and 70 km 
(Table 8). Crustal roots which compensate high mountains 

are found quite often. A thick upper crust which is 
detached from below, due to low-viscosity lower crust, is 
often suggested in understanding the tectonics of this 
region. 

3.5. Island Arcs 
The data is almost entirely biased to observation from 

Japan. Crustal thickness is about 20-30 km, which is 
slightly smaller than the value for the Paleozoic and 
Mesozoic regions. The region is underlain by a low 
velocity mantle with Pn velocity of about 7.5-7.8 km/s 
(Table 9), which indicates a higher temperature under 
island arcs. A recent tomographic study (e.g., [75]) clearly 
depicts slow velocity anomalies under volcanic chain in 
the crust, thus there are some three-dimensional variations 
being elucidated within the crust in recent studies. 

3.6. Hotspots 
Afar is one of the few regions studied so far and shows a 

thin crustal thickness, 15-20 km (Table 9). This is 
relatively thin for a continental crust, but it is about the 
same with the crusts under hotspots in the oceanic 
regions. Since it is at the edge of the continental boundary 
where the break-up of the two oceans (the Red Sea and 
the Gulf of Aden) are occuring, it may be natural to have 
the oceanic structure. Yellowstone hotspot has a normal 
crustal thickness, but it is substantially smaller than Afar 
hotspot. It is underlain by a thermal anomaly (e.g. [25]). 
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TABLE 6. Crustal Thickness in Shields and Platform 
Shields and Platforms Thickness (km) 
Baltic Shield 38,39,40,42 Hirschleher et al.[22] 

45 Korhonen and Parkka [ 3 l] 
41,45,47 Meissner [38] 

North American Shield 41,45 Cohen and Meyer [lo] 
50 Roller and Jackson [SS] 

35,40,52 Steinhart and Meyer [67] 
37,38,43,44 Berry and Fuchs[7] 

42 Smith et al. [62] 

Australian Shield 

Indian Shield 

32,34,40,41 Hales and Rynn [2 I] 
SO,55 Finlay son [ 171 

38,44,,46 Mathur [3S] 

40 Hales and Ryml [2 l] 
34,40,42 Kaila et al. [28] 

Western Eurasia (except Baltic) 32 Alekseev et al. [l] 
36,SO Jentsch [27] 
39,46 Sollogub [64] 
39,47 Kosminskaya and Pavlenkova[32] 

Spain 

TABLE 7. Paleozoic and Mesozoic areas 

Paleozoic and Mesozoic areas Thickness (km) 

Caledonian structure (Scotland and Norway) 

28,32 Assumpcao and Mabform [4] 

29,32,34 Bamford et al. [S] 

28 Payo [44] 

27 Dagniereo et al. [ 121 

32 Banda et al. [63 

28,29,32 Sapin and Him 1571 

28 Ansorge et al. [3] 

26,29 Grubbe [20] 

23,24,25,20 Edel et al [16] 

28 Deichmann and Ansorge [ 141 

20,30 Angenheister and Poll1 [2] 

30 Meissner at al [39] 

France 

Germany 
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TABLE 8. Cenozoic Mountain Belts 
Cenozoic Mountain Belts Thickness (km) 

Alps 38,39 Will [72] 

40,43,45,54 Giese and Prodehl [181 

Caucasus 42,43,44,55 Kondorskaya et al. [301 

Himalaya 66 

Mishra [411 

60,64,70 Volvovsky et al. 1691 

Rocky 47,51 Prodehl and Pakiser [49] 

3.7. Rifts 
Various kinds of rift areas show somewhat thinner crust 

of 20-38 km (Table 9). Recent three-dimensional studies 
indicate existence of slow anomalies under some rifts, 
such as East African rift and the Rio Grande rift, while 
lack of such an anomaly was confirmed under others such 
as the Rhine Graben (e.g.,[131). 

3.8. Two Well-Studied Continents 
Detailed crustal thickness variations have been published 

for Europe (Figure 1)[38] and for the United States 
(Figure 2)[8]. Crustal thickness variation within Europe 
shows thick crust under Scandinavia (the Baltic Shield), 
thick crust under Alpine-Caucasus erogenic zone, average 
crustal thickness for Paleozoic and Mesozoic regions 
(Spain, France and Germany) and relatively thin crust 
behind the subduction zone (West of Italy). Crustal 
thickness in the United States has three major peaks; one 
in the east in the Appalatian mountain region, one in the 
mid-continent and also the one in the Sierra-Nevada 
region. There is also a hint of thick crust under the 
Canadian Shield region, but this map shows only a small 
portion of it. The Basin and Range region shows a well- 

known thin crust, a result of extensional tectonics in this 
region. 
For the United States, the map of Pn velocity has been 

published (Figure 3)[8]. It is not as detailed as the crustal 
thickness map because the work was done some time ago, 
but the large scale features in the variations are reliable. 
Fast Pn velocities are found in mid-continent where the 
crusts are thick and slow velocities are found in the 
western United States where the crusts are relatively thin. 
This of course applies to a large scale feature such as the 
Basin and Range and the Sierra Nevada mountains show 
thick crusts due to isostatic compensation. 

4. SYNTHESIS 

Synthesis of regional studies to construct a global crustal 
thicness variation map has been attempted by Soller et al. 
[63]. Their map (Figure 4) has been widely used by global 
seismologists, because it has been the only one easily 
accessible. This map, expanded in spherical harmonics up 
to degree and order 20, shows the depth to Moho, whose 
global average is 24 km depth. The boundary between the 
white and dark regions correspond to this depth. Contours 

Table 9: Stmdry Tectonically Active Regions 
Region Thickness (km) 

Japan(Island Arc) 24,33 Research Group]541 

30 Yamashina [73] 

Afar(Hotspot) 14,15,22,23 Pilger and Rosler [4Sl 

13,17,25 Ruegg [561 

Baikal (Rift) 28 Puzyrev et al. [SO] 

28 Puzyrev et al. [5 11 

Red Sea (Rift) 32 Makris et al. [34] 
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Fig. 1: Crustal thickness variations under Europe (after Meissner [38]) 



TANIMOTO 221 

900. 

300 

1; 

4 

.A ,I,,., ,_,, 
’ 

_. _ STAL THICKNESS 
(He, km) 

Kmobn 
- 

‘, ‘, ‘I ;>\ 
I / , \ I 

kQ‘i --‘, 
\ A h \ 

Fig. 2: Crustal thickness variations under the United States (after Braile et al. [8] 
I + + $ \ .’ ‘0 ; \ \ 

L-c,. 

---‘--- - -\. .., 
x \l”- 

‘-, 

UPPER MANTLE SEISMIC 
VELOClfY (Pn. kms) 

A. 

Fig. 3: Pn velocity variations under the United States (after Braile et al. [8]) 



222 CRUSTALSTRUCTUREOFEARTH 

60 

-60 

-90 
0 60 120 180 240 300 360 

Longitude 
Fig. 4: Global Moho depth variations. Contours are at 5 km interval. The boundary between dark (thicker) 
regions and white regions is 24 km depth. Filled circles are locations of hotspots from the list of Morgan 
[431. 

are given every 5 km. The peak at Himalaya, for example, that have not been studied and the map contains some 
corresponds to 65 km in depth. Some precaution in extrapolated results. Further work is clearly desired to 
interpreting this map is required, since there are regions improve this situation. 
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Mean Paleomagnetic Poles for the Major Continents and the Pacific Plate 

Richard G. Gordon and Rob Van der Voo 

1. ABSTRACT 

Apparent polar wander is the motion of Earth’s spin 
axis relative to a reference frame that is usually fixed 
relative to a tectonic plate or stable interior of a con- 
tinent. The main method for estimating the past posi- 
tion of Earth’s spin axis is through paleomagnetism, the 
investigation of the magnetic memory of rocks. Mean 
paleomagnetic poles, which average poles over about 
half a geologic period and typically differ in mean age 
by -20 to 30 millions of years, are presented for the 
major cratons over Phanerozoic time and are presented 
for more closely spaced ages for the Pacific plate since 
Late Jurassic time. 

2. INTRODUCTION 

Paleomagnetism is the study of Earth’s past magnet- 
ic field through investigation of the magnetic memory 
of rocks. Among the branches of geophysics, 
paleomagnetism holds a special place for several rea- 
sons, not least of which was its pivotal role in providing 
support for the theory of continental drift. It is also 
special because most of the central problems of 
paleomagnetism are not concerned merely with the 
present Earth, as are most branches of geophysics, but 
with the history of Earth’s solid surface over millions, 
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tens of millions, hundreds of millions, or billions of 
years. Paleomagnetism is a tool for quantitative investi- 
gations of the tectonic history of Earth. Almost every 
modem paleomagnetic analysis is ultimately concerned 
with whether an estimated (i.e., observed) paleomagnet- 
ic direction differs significantly either from a known or 
hypothesized direction or from some other estimated 
direction. 

In this chapter we briefly summarize what is known 
about the apparent polar wander (APW) paths of the 
stable portions of major continents over Phanerozoic 
time and of the Pacific plate since Late Jurassic time. 
With many caveats, including some discussed below, 
the paleomagnetic poles and their associated confidence 
limits can reasonably be considered a set of constraints 
on the crustal and mantle history of Earth. 

What we cannot do here at all in this highly com- 
pact format is give any of the documentation of our 
sources of data, much less report on any of the field or 
laboratory investigations upon which these data rest, or 
discuss specific ambiguities in the data. The main data 
source used here for continental paleomagnetic poles 
and confidence limits is Van der Voo [46]. Sources for 
Pacific plate data are cited herein. 

2.1 Apparent Polar Wander 
APW is the position as a function of time of the 

intersection of Earth’s spin axis with its surface as 
viewed from a reference frame attached to a finite-sized 
and stable portion of the surface of the solid Earth, 
which is most commonly a major craton, such as the 
stable interior of North America. This definition has 
some inherent problems, some trivial and some pro- 
found. The Earth’s spin axis intersects its surface at 
two places, the north and south poles. Herein we use 
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only the north pole as a reference. This can be a non- 
trivial ambiguity for ancient APW when sparse sam- 
pling in time, combined with the unknown polarity of 
Earth’s paleomagnetic field, makes unclear whether a 
pole is a north pole or a south pole. A less important 
ambiguity, negligible for present purposes, is that on 
short time scales of about a year, the spin axis tran- 
siently differs from Earth’s axis of maximum moment 
of inertia through the annual- and Chandler-wobble. 

The key assumption in going from paleomagnetic 
observations to APW is the axial geocentric dipole 
hypothesis, that the time-average of Earth’s magnetic 
field is that of a geocentric dipole aligned with Earth’s 
spin axis. Paleomagnetists uniformly view APW as a 
continuous curve, provided that each point is understood 
to represent an average over an interval long enough 
(tens of thousands of years or longer) to sample the full 
range of geomagnetic secular variation. 

It is convenient to think of APW as consisting of 
two parts- the motion of the plates relative to the deep 
mantle and true polar wander, i.e., the motion of the 
whole earth relative to the spin axis by the process 
described by Goldreich and Toomre [lo]. For example, 
if one were completely confident that true polar wander- 
ing was negligible, it might be possible therefore to use 
what is known about plate motion to specify long time 
intervals of APW with just a few adjustable parameters, 
as Gordon et al. [ 151 and May and Butler [26] have 
attempted with very simple models. 

2.1.1. Path construction. Many methods have been 
used for specifying APW paths or segments of APW 
paths. Here we specify a sequence of point estimates 
differing in age typically by 20 or 30 million years. 
This approach is most valid for intervals in which APW 
was small, that is, small in comparison with the disper- 
sion of individual paleomagnetic poles due to uncer- 
tainty in pole position and small in comparison with the 
confidence limits of the resulting pole. A key 
advantage of this approach is simplicity of 
application- once the data in the interval have been 
identified, the pole and confidence limits can be calcu- 
lated either using the oceanic plate method of Gordon 
and Cox 1111 or, more commonly, by the application of 
Fisher statistics [g]. 

There are several disadvantages to this approach, as 
there are for all the alternatives. First, over time inter- 
vals as long as half a period, APW is non-negligible, 
successive poles from continents typically being 
separated by -10” [46]. Thus, for accuracies better than 
-lo’, the pole cannot be thought of as representative of 
the entire half-period-long interval. Either the true age 

of the estimated pole is uncertain to about half a period 
or the true error in pole position for any precisely stated 
age is much more uncertain than implied by the conti- 
dence limits of the pole. If APW during the half-period 
was very smooth, if the pole moved along a great circle 
at a constant velocity, and if the included paleomagnetic 
poles have an average age near the middle of the inter- 
val, then the mean pole could be a good estimate of the 
average position of the pole during the half-period. 
However, if APW were more complex during the inter- 
val, e.g., reversing direction half-way through the inter- 
val as the North American pole appears to have done 
about 200 Ma [15, 261, then this method gives a biased 
estimate of the pole position and tends to give estimates 
of the rate and total length of APW that are less than 
the true rate and length. 

Thus, readers who use these APW paths presented 
herein should be aware that what is presented are not 
the data, but a reduction of these data that is valid only 
insofar as the underlying assumptions discussed above 
are valid. It is not uncommon to see APW paths 
referred to as “data”, but we emphasize that they are 
models having a large number of adjustable parameters. 

2.1.2. Data selection. Although two-thirds of 
Earth’s surface is covered by oceanic crust, the avail- 
able data are dominated by those from the continents 
for two reasons. First, it is impractical to obtain 
oriented samples from oceanic crust except in oceanic 
islands, which are nearly always very young. Second, 
the oldest seafloor is very young (-170 Ma) relative to 
the oldest continental surface (> 3 Ga). 

Various sets of criteria for minimum reliability or 
for data selection, all with similar intent, are in use by 
different workers in paleomagnetism. The data incor- 
porated into the estimation of the continental paths 
described herein were filtered using seven criteria set 
forth by Van der Voo [46 and work cited therein]: (1) 
The rock age is well determined and the magnetization 
can reasonably be assumed to be the same age as me 
rock. (2) There are enough samples, small enough 
dispersion, and small enough confidence limits on the 
mean, specifically there are more than 25 samples, the 
precision parameter is at least 10 (corresponding to a 
two-dimensional angular standard deviation of at most 
25.6”), and the radius of the cone of 95% confidence is 
16” or less. (3) The samples have been adequately 
demagnetized and vector subtraction or principal com- 
ponent analysis have been used to analyze the demag- 
netization data. (4) Field tests constrain the age of 
magnetization. (5) There is sufficient structural control 
to correct the magnetization for post-magnetization 
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changes in orientation and there is enough evidence to 
indicate that the sampling sites are tectonically coherent 
with the relevant craton or block. (6) Reversals are 
present. (7) The paleomagnetic poles do not resemble 
any poles that are younger by more than a period. 

The filter used by Van der Voo [46], whose paths 
are reproduced herein, are that only data meeting at 
least 3 of these criteria are included. See Van der Voo 
[46] for further details including the very long tables of 
data on which these paths are based. Acton and Gordon 
[3] describe a different approach for selection and rejec- 
tion of continental paleomagnetic poles, which would 
reject more poles than does Van der Voo’s filter. The 
difference in filter mainly reflects the difference in 
intended applications and the level of accuracy and 
resolution both desired and attainable from the more 
recent, better studied intervals investigated by Acton 
and Gordon. 

For Pacific plate APW, the criteria of data selection 
usually have a similar intent, but are qualitatively dif- 
ferent because Pacific plate data are qualitatively dif- 
ferent. In a few special cases the requirement of well- 
determined rock age has been relaxed. Numbers of 
samples, precision of magnetization directions, and 
demagnetization are considered only when the magnetic 
results are based on oriented samples instead of meas- 
urements of the magnetic field intensity at the sea sur- 
face. Structural control and tectonic coherence are in 
nearly every case negligible problems for Pacific plate 
paleomagnetism [cf., 31. 

2.2 APW Paths of the Major Continents 
The major continents are North America, Greenland, 

Europe, Siberia, North and South China, and the 
Gondwana elements of South America, Africa, 
Madagascar, India, Australia, and Antarctica. All con- 
tinents consist of older Precambrian nuclei on which 
Paleozoic and younger sediments were deposited. In 
this section we present the Phanerozoic APW paths of 
these continents. Results herein have not been com- 
piled for post-Eocene times. Readers in search of Oli- 
gocene paleomagnetic poles are referred to Acton and 
Gordon [3]. This section follows chapter 5 of Van der 
Voo [46], to which the reader is referred for further 
details. 

2.2.1. North America, Greenland, and Europe. 
North America and Europe are paleomagnetically the 
best studied continents of the world with 400 individual 
paleomagnetic poles for the Cambrian through Eocene 
periods [46]. Poles incorporated from North America 
come from the craton and its disturbed margin. Poles 

from displaced terranes, i.e., terranes known to have 
moved relative to stable North America in the distant 
past, are incorporated only for those intervals since 
those terranes became firmly attached to North Amer- 
ica. Hence, poles for Appalachian displaced terranes 
north of New York City (41%) have been included 
only for Devonian and younger times. Similarly, poles 
for Appalachian displaced terranes south of New York 
City have been included only for Late Carboniferous 
and younger times. Results from terranes in Mexico, in 
the western North American cordilleras, and in Alaska 
have been excluded. For two regions of the disturbed 
margin, the Colorado Plateau (including its surroundings 
in Colorado, Arizona, and New Mexico) and the north- 
em part of the Pennsylvania Salient in the Appalachian 
fold and thrust belt, a correction for inferred rotation 
relative to the stable interior of North America has been 
applied to the poles before their incorporation into the 
path. The resulting individual poles have been com- 
bined to obtain a set of mean paleomagnetic poles for 
North America and Europe for time intervals from Early 
Cambrian to early Tertiary (Table 1). Some of these 
are shown in Figure 1 with and without correction for 
the opening of the Atlantic. 

The European craton was taken as that part of the 
continent now found in Scandinavia, as well as the Rus- 
sian Platform between the Urals and the Paleozoic or 
younger mobile belts at the surface or buried in Den- 
mark, Germany, Poland, western Podolia (Ukraine), 
Romania, and Bulgaria. The European cratonic part 
during Paleozoic time is called Baltica. A second 
ancient element in Europe lies in the northern part of 
the British Isles. This area of Scotland and northern 
Ireland throughout the Paleozoic is thought to have 
formed part of the combined North American-Greenland 
continent (called Laurentia) and includes what is called 
the Lewisian basement that used to be continuous with 
Greenland. Pre-Late Silurian results from the northern 
British Isles may not be representative of Baltica 
(=“Stable” Europe). From other terranes, only latest 
Silurian and younger results were included from the 
Midland Craton and its margins, only latest Carboni- 
ferous and younger results were included from Her- 
cynian Europe, and no results were included from 
Alpine Europe including the large Hercynian massifs 
therein and the Moesian Platform (in Romania and Bul- 
garia). 

Poles from Greenland are so sparse that only a very 
sparse APW path can be constructed for it. See Van 
der Voo [46] and Acton and Gordon [3] for a discussion 
of me relatively abundant early Tertiary paleomagnetic 
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Table 1. Mean Paleopoles from North America and Europe 

Age interval North America 
Pole N K 4s 

Stable Europe 
Pole N K A95 

Tl (37-66) 
+Tl (37-66) 

Ku (67-97) 
+Ku (67-97) 

Kl (98-144) 
Ju, uJm (14.5-176) 
lJm, Jl (177-195) 
Tru/Jl (196-215) 
Tru, uTrm (216-232) 
Trl/m, Trl (233-245) 
Pu (246-266) 
Pl (267-28 1) 
C&=1, Cu (282-308) 
Cm, Cl, Du/Cl (309-365) 
Du, Dm/Du (366-378) 
Dm, Dl (379-397) 
Su/Dl (398414) 

+Su/Dl (398414) 
Su, Sm (415-429) 
Ou/Sl, Ou,Om (430-467) 
*Same, N. Britain only 

01/m, 01 (468-505) 
*Same, N. Britain only 

Cu, Cm, C (50&542) 
Cl (543-575) 

82,168 17 63 
+77, 173 26 43 
68,192 5 250 

+68, 192 7 227 
69,194 8 149 
67,133 8 44 
68, 93 10 193 
61, 81 15 68 
52, 96 7 180 
52, 110 11 190 
52,120 5 371 
45, 123 14 218 
40,128 15 314 
29,131 20 49 

30,110 8 20 
24, 108 5 23 

4, 95 4 75 
+4, 97 5 78 
18, 127 2 - 

18, 146 9 16 

17, 152 

9,158 
5, 170 

3 31 

8 28 
6 22 

5 
4 
5 
4 
5 
9 
4 
5 
5 
3 
4 
3 
2 
5 

13 
16 

11 
9 

13 

23 

11 

78, 177 20 75 4 

72, 154 5 146 6 

70,193 4 41 15 
66, 191 3 73 15 

70, 126 4 86 10 

52,133 5 29 14 

52,150 13 103 4 
50,160 6 85 7 
47, 164 21 134 3 
41, 169 21 165 3 
25,159 5 45 12 
27,151 6 38 10 
24,151 5 82 8 

3,135 14 24 8 

20, 161 

*13, 181 
-24,230 
*16,212 

11 

9 
2 
1 

2 

44 6 

24 10 

15 11, 231 

Mean north paleopoles for each continent are given in their own reference frames [46]. The mean paleo- 
poles were determined from individual poles that are listed in Van der Voo [46] and meet 3 or more of 7 
criteria (described in the text). Age abbreviations: T=Tertiary, K=Cretaceous, J=Jurassic, Tr=Triassic, 
P=Permian, C=Carboniferous, D=Devonian, S=Silurian, O=Ordovician, ~=Cambrian, l=early, m=middle, 
u=late. Ages in millions of years before present are given in parentheses and are from the time scale of 
the Decade of North American Geology [28]. N, K, and Agg respectively are the number of individual 
paleopoles averaged, the precision parameter, and the radius of the cone of 95% confidence about the 
mean pole [8]. Pole positions are given in latitude (positive when north, negative when south) and east 
longitude. 
* Great Britain north of the Iapetus suture only. For pre-Middle Silurian times the Baltic Shield and Rus- 
sian Platform, exclusive of Caledonian Europe, are listed separately without an asterisk. 
’ Includes also the results from Greenland (rotated into the North American reference frame). 
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Fig. 1. Apparent polar wander paths (north poles) for Europe and North America for the interval from 
Middle Ordovician through Early Jurassic time. The plot on the right shows the North American poles 
in a reference frame attached to the present location of North America and shows the European poles in 
a reference frame attached to the present location of Europe. The left-hand side identically repeats the 
North American path but shows the European path reconstructed into the North American reference 
frame using the reconstruction of Bullard et al. [4]. The large triangle is the Euler pole of this rotation; 
the rotation angle is 38”. Age abbreviations are explained in Table 1. For pre-Middle Silurian times, 
only European paleomagnetic poles from northern Britain have been used. From Van der Voo [46]. 

poles from Greenland. 
2.2.2. The Gondwana continents. Paleomagnetic 

poles for the Gondwana continents total less than 350 
for Africa, South America, Antarctica, Australia, India, 
and Madagascar combined [46]. A major part of this 
paleo-supercontinent is cratonic including most of 
Africa, most of South America, Madagascar, India south 
of the Himalayan Front, Australia west of the eastern 
fold belts, and East Antarctica. The break-up of 
Gondwana is well documented and thought to have 
been initiated in Middle Jurassic time. In contrast, the 
timing of the assembly of Gondwana is poorly known. 
Much of cratonic Gondwana was last deformed or dis- 
placed relative to adjacent cratonic elements by the late 
Precambrian to early Paleozoic Pan-African orogeny, 
which formed (pre-Ordovician) mobile belts around and 
between the older Archean and earlier Proterozoic 
nuclei [46]. There remain many unanswered questions 
about the APW path of Gondwana, especially for Paleo- 
zoic time. 

Each pole for each of the six now separate elements 
are given in its present reference frame in Table 2a. 
The Cambrian to earliest Jurassic subset of these poles 

is given in Table 2b after reconstruction into a common 
northwest African reference frame. The errors and pre- 
cisions quoted in Table 2b are identical to those in 2a 
and neglect the presumably significant errors induced by 
the reconstruction. 

Table 3 gives the Early Cambrian to Early Jurassic 
Gondwana paleomagnetic poles combined in the 
northwest African reference frame. Readers should note 
how very large some of the confidence limits are on 
these combined poles. Figure 2 shows a smooth curve 
drawn through the Late Carboniferous to Early Jurassic 
mean Gondwana poles, as well as the individual mean 
poles from each continent. Individual poles from the 
Gondwana continents are plotted in their separate refer- 
ence frames attached to the present positions of their 
host cratons (Figure 3a) and are also plotted after rota- 
tion into a common northwest African reference frame 
(Figure 3b). The large decrease in dispersion of the 
data when reconstructed into the northwest African 
reference frame gives strong support to the Gondwana 
hypothesis, though the data cannot decisively distinguish 
between different Gondwana reconstructions that have 
been proposed. Figure 4 shows the individual 



Table 2a. Mean Paleopoles for the Phanerozoic of Gondwana 

Age Group Africa South America India Australia Antarctica Madagascar 
Pole N K A95 Pole N K Agg Pole N K Agg Pole N K Ag5 Pole N K Agg Pole N K A95 

Tl (37-66) 81, 18.5 4 77 11 79, 76 2 
Ku (67-97) 67,245 12 60 6 85,214 6 56 9 
Kl (98-144) 56,263 6 105 7 84, 224 7 107 6 
Ju (145-176) 57, 251 7 22 13 85, 73 3 293 7 
Jl (177-195) 72, 249 10 108 5 
Jl/Tru(196-215) 71, 214 2 71, 74 2 
Tru (216-232) 56, 253 2 79, 78 6 45 10 
Trl (233-245) 63, 149 1 
Pu (246-266) 80, 110 5 77 9 
PI (267-28 1) 32, 246 5 51 11 62, 174 3 399 6 
Cu (282-308) 40, 217 3 20 28 54, 165 9 42 8 
Cl (309-365) 21, 227 4 20 21 
Du (366-378) 5, 197 2 
Dl (379-397) 12, 130 2 
Dl/Su (398-414) 
SmEu(415-429) 43, 189 1 
Sl/Om (430-467) -35, 158 2 
01 (468-505) -38, 189 3 15 33 -4, 122 1 
flu (506-542) -61, 162 5 3 50 -49, 194 3 15 33 
Cl (543-575) -17, 90 2 

43, 285 10 24 10 61, 301 7 38 10 
21,295 7 47 9 56, 318 1 
12, 299 2 41, 338 6 17 17 
2,310 2 48, 349 6 29 13 

48, 357 3 562 5 
10,310 1 

32, 350 1 
-6, 305 3 321 7 31, 338 2 
4, 283 1 36, 321 3 37 21 

46, 302 1 
-18, 291 1 62, 322 2 

84, 141 1 
62,203 6 19 16 
77, 80 3 5 60 

58,173 3 4 68 
-2, 215 2 
18, 199 3 22 27 
18,203 8 13 16 

35, 219 5 28 15 28, 178 4 12 27 

68,231 6 103 7 

52, 30 6 89 7 
49, 46 4 125 8 

74,277 1 

66,292 1 

9,202 5 39 12 

Mean north paleopoles for each of the Gondwana continents are given in their own reference frames [46]. The mean paleopoles were determined from individual poles 
that are listed in Van der Voo [46] and meet 3 or more of 7 criteria. Abbreviations and convention are the same as in Table 1. 



Table 2b. Rotated Mean Paleopoles for the Phanerozoic of Gondwana 

Age Group Africa South America India Australia* Antarctica Madagascar 
Pole N K Agg Pole N K A95 Pole N K A95 Pole N K A95 Pole N K Ag5 Pole N K Ag5 

Jl (177-195) 72, 249 10 108 5 63, 259 3 562 5 14, 272 4 125 8 
Tru/J1(196-215) 71, 214 2 71, 217 2 67, 251 1 68, 232 1 
Tru(216232) 56, 253 2 67, 236 6 45 10 52,283 1 
Trl (233-245) 43,222 1 50, 259 3 321 7 43, 276 2 65, 254 1 
Pu (246-266) 61, 236 5 77 9 43, 224 1 34, 261 3 37 21 
Pl (267-281) 32, 246 5 51 11 36,234 3 399 6 28,242 1 
Cu (282-308) 40, 217 3 20 28 31, 225 9 42 8 33, 251 1 45, 230 2 
Cl (309-365) 21, 227 4 20 21 43, 182 1 
Du (366-378) 5, 197 2 17, 184 6 19 16 
Dl (379-397) 7, 177 2 53, 175 3 5 60 
SdDl(398-414) 
Sm-u(415-429) 43, 189 1 19, 168 3 4 68 
Om-Sl (430-467) -35, 158 2 -48, 189 2 
01 (468-505) -38, 189 3 15 33 -2, 162 1 -26, 172 3 22 27 -30, 183 5 39 12 
flu(506-542) -61, 162 5 3 50 -74, 200 3 15 33 -26, 176 8 13 16 
Cl (543-575) -17, 90 2 5, 162 5 28 15 -10, 157 4 12 27 

Mean north paleopoles for each of the Gondwana continents are given in the Northwest Africa reference frame [46]. The mean paleopoles were determined from in- 
dividual poles that are listed in Van der Voo [46] and meet 3 or more of 7 criteria. Abbreviations and conventions are as in Table 1. The rotation parameters are from Lottes 
and Rowley [25] and for pre-Middle Jurassic times as follows: South America to Northwest Africa, Euler pole at 53’N, 325”E, angle 51.01’ counterclockwise; India to 
Northwest Africa, Euler pole at 26.67”N, 37.29”E, angle 69.37” clockwise; Australia to Northwest Africa, Euler pole at 28.13’S, 66.79”W, angle 52.06” counterclock- 
wise; Antarctica to Northwest Africa, Euler pole at 12.36’S, 33.81°W, angle 53.29’ counterclockwise, and Madagascar to Northwest Africa, Euler pole at 14.9’S, 82.35”W, 
angle 15.7” counterclockwise. 
* Australian means include Paleozoic results from the eastern foldbelt. 
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Table 3. Overall Mean Poles For Gondwana in Different Reconstructions 

Age Interval Pole’ N K 45 Pole2 N K Ags Pole’ N K 4x 

Jl (177-195) 
Tru/Jl (196-215) 
Tru(216-232) 
Trl (233-245) 
Pu (246-266) 
Pl (267-281) 
Cu (282-308) 
Cl (309-365) 
Du (366-378) 
Dl (379-397) 
Su/Dl(398414) 
Sm-u (415.429) 
Om-Sl (430467) 
01 (468-505) 
Cu (506-542) 
fll (543-575) 

70, 260 3 138 11 65, 258 3 137 11 67, 250 3 162 10 
70, 230 4 163 7 67, 230 4 102 9 64,256 4 23 20 
60,261 3 32 22 58, 261 3 29 23 56,260 3 75 14 
52, 253 4 20 21 50, 250 4 19 22 45, 264 4 13 26 
47,242 3 17 31 44,243 3 15 33 43, 256 3 48 18 
32,241 3 156 10 30, 242 3 88 13 27,244 3 176 9 
38, 231 4 37 15 34, 233 4 37 15 32, 239 4 14 25 
34,207 2 31, 209 2 27, 210 2 
11, 191 2 9, 192 2 5, 196 2 
30, 176 2 28, 179 2 25, 182 2 

31, 177 2 29, 179 2 25, 183 2 
-43, 172 2 -44, 170 2 -48, 175 2 
-25, 176 4 19 22 -26, 175 4 19 22 -30, 180 4 12 27 
-55, 176 3 10 42 -55, 173 3 11 40 -58, 172 3 16 32 
-9, 138 3 4 71 -7, 140 3 4 73 -1, 144 3 3 110 

Mean north paleopoles for each of the Gondwana continents (Table 2a and Van der Voo [46]) are given in the Northwest Africa 
reference frame for different reconstructions. (1) Rotation parameters of Lottes and Rowley [25]; Africa is assumed to have been 
composed of three distinct plates; see the legend of Table 2b for rotation parameters for the other continents. (2) Rotation 
parameters of Scotese and McKerrow [38]; Africa is assumed to have been a single plate; all rotations are counterclockwise 
(ccw) and with respect to Africa: South America, Euler pole at 45.5ON, 327.S0E, angle 58.2”; India, 28.1’S, 213.3’E, angle 
66.5”; Australia, 24.63”S, 297.36’E, angle 55.92”; Antarctica, 9.68”S, 328.19”E, angle 58.54”; Madagascar, 1.7’S, 272.2”E, angle 
22.2”. (3) Rotation parameters of Smith and Hallam [39]; Africa is assumed to have been a single plate; South America to 
Africa, Euler pole at 44”N, 329.4”E, angle 57” ccw; India to Africa, 25.5”S, 201.34’E, angle 44.97” ccw; Australia to Africa, 
11.92”S, 294.59”E, angle 58.51” ccw; Antarctica to Africa, 1.3”N, 324’E, angle 58.4” ccw; Madagascar to Africa, 9”S, 313’E, 
angle 15’ ccw. 

Gondwana poles and a combined smoothed path from 
Early Cambrian to early Carboniferous time in a 
northwest African reference frame. There is a broad 
range of opinions of how the Ordovician poles are 
connected during Silurian and Devonian time to the late 
Paleoioic poles; some of these options imply very fast 
rates of APW of -4” per million years (cf. figure 5.15 
of Van der Voo 1461). Van der Voo [46] concludes that 
there will be no simple solution for this ambiguity until 
many more reliable poles are obtained from cratonic 
Gondwana from Silurian and Devonian rocks. 

2.2.3. Siberia. Late Cambrian and younger poles 
for Siberia have thus far been obtained almost entirely 
by paleomagnetists from Russia. Unfortunately many of 
the original publications are not directly accessible, and 
non-Russian paleomagnetists must rely on published 
summaries for the available paleomagnetic poles [27, 
42, 21, and pers. comm. from A. N. Khramov to RVdV, 
19901. Many results are apparently not fully based on 

directional analysis, and details of demagnetization and 
field tests are generally unreported. Thus, the summary 
poles (Table 4) should be treated with caution, if not 
skepticism. 

For post-Permian poles, readers are advised to use 
the European reference poles because Eurasia- 
including stable Europe, Kazakhstan, and Siberia- was 
a single continent since the formation of the Urals, 
which formed in a collision of Europe, Kazakhstan, and 
Siberia no later than in Permian time, and perhaps ear- 
lier [17, 50, 491. Apparently reliable and well-clustered 
groupings of paleomagnetic poles are available for Late 
Cambrian and Ordovician times from Siberia. The Silu- 
rian and Devonian poles from Siberia suggest that it 
drifted northward, but the Devonian poles are suspected 
of being secondary magnetizations [46]. 

2.2.4. North and South China. Poles for South 
China lie in the Pacific Ocean when plotted in the refer- 
ence frame of South China (Figure 5, Table 5). The 
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Fig. 2. Mean paleomagnetic north poles for each 
Gondwana continent and combined Gondwana apparent 
polar wander path for late Carboniferous through Early 
Jurassic time (in northwest African coordinates from 
Tables 2b and 3). From Van der Voo [46]. 

North China paleomagnetic poles for Triassic and Per- 
mian time mainly fall in Europe and northern Africa 
when plotted in the reference frame of North China 
(Figure 5, Table 5). Recently obtained Silurian and 
Devonian poles for North China indicate a mid- 
Paleozoic path different from that sketched in Figure 5, 
with poles lying in the Pacific Ocean southwest of 
North America [48]. The Late Permian paleomagnetic 
poles of the two blocks appear well determined and pro- 
vide strong evidence for post-Permian movement 
between the two blocks. Paleomagnetic poles from the 
two blocks for Cretaceous time are more or less con- 
sistent with one another and are consistent with those 
from Siberia, Europe, and North America rotated into a 
Eurasian reference frame. The available poles for both 
North China and South China indicate low to equatorial 
paleolatitudes. 

2.3 APW of the Pacific Plate 
All the APW paths presented above have been for 

continents or components of continents. Here we 
present an APW path for the Pacific plate (Figure 6, 
Table 6), which is nearly entirely oceanic. Because the 

oldest seafloor in the Pacific, -175 Ma, is much 
younger than the oldest rocks on continents, the Pacific 
APW path cannot span nearly as long an interval. 

Current estimates of Pacific APW come from 
several types of data: (1) seamount poles, (2) paleocola- 
titudes from azimuthally unoriented cores, (3) identifica- 
tion of equatorial sediment facies in drill cores, and (4) 
the shapes and amplitudes of marine magnetic 

Fig. 3. a) Individual late Carboniferous through Early 
Jurassic paleomagnetic north poles from each of the 
Gondwana continents with each pole plotted in the 
reference frame fixed relative to the present location of 
its continent. b) Individual late Carboniferous through 
Early Jurassic paleomagnetic north poles from each of 
the Gondwana continents rotated into the West African 
reference frame using the reconstruction of Lottes and 
Rowley [25]. From Van der Voo [46]. 
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Fig. 4. Individual Cambrian through early Carboni- 
ferous paleomagnetic north poles from each of the 
Gondwana continents reconstructed into the West Afri- 
can reference frame using the reconstruction of Lottes 
and Rowley 1251. Also shown is the best estimate of 
the apparent polar wander path. From Van der Voo 
VW. 

anomalies caused by the alternating polarity of seafloor 
magnetization recorded as the seafloor spreads away 
from mid-ocean ridges. 

Most of the information about Pacific APW during 
Cretaceous time comes from seamount poles [43, 43, 9, 
19, 33, 34, 35, 36, 203. Most of these poles have been 
determined using a linear least-squares analysis and by 
assuming that the seamount is uniformly magnetized. 
R. Parker and colleagues have demonstrated that the 
observed anomalies over seamounts are inconsistent 
with uniform magnetization and have developed promis- 
ing alternative methods for analyzing seamount magne- 
tism [e.g., 29, 301, which have replaced uniform- 
magnetization approaches as the method of choice. The 
results from these new methods have provided bounds 
on how the magnetization is really distributed, but the 
pole positions are on average not very different from 
those from the uniform magnetization approach [e.g., 
201. In early work on seamount magnetism, seamounts 
lying close to one another were assumed to be of about 
the same age, and their poles were averaged together. 

This work indicated that seamount poles had large 
dispersions, with two-dimensional angular standard 
deviations of 6” to 11” [191. Later work, building on 
more precise age dates, indicates that the dispersions are 
somewhat smaller, with two-dimensional angular stan- 
dard deviations of 5” to 8” 111, 14, 34, 361. The many 
seamount poles now available, in large part due to the 
work of W. Sager, renders the random error on averages 
of seamount poles small. 

The main weakness of seamount poles for deter- 
mining the Pacific APW path is that so few of them are 
precisely dated that they are not very useful in problems 
requiring a fine age resolution, which is critical, for 
example, for study over intervals of rapid APW. A 

Table 4. Mean Palepoles for Siberia 

Age or Interval Pole N K A95 Ref. 

Tl (45) 70, 162 4 39 11 1 
-I-I (59) 62, 146 5 46 9 1 
Ku (88) 64, 151 4 108 7 1 
Kl (121) 70, 167 5 234 4 1 
J&l (142) 70, 150 6 42 9 1 
Ju(151) 69, 131 5 49 9 1 
Jm (173) 65, 132 6 29 11 1 
Jl (195) * 63, 110 4 21 21 1 
Tru/Jl (207) 56, 129 6 48 8 1 
Tru (222) 55, 138 6 38 9 1 
Trm (238) 52, 150 7 58 7 2 
Trl (245) 52, 156 9 113 4 2 
Pu (253) 42, 161 6 61 7 2 
Pl (268) 38, 159 5 48 9 2 
G/PI (288) 34, 158 5 31 11 2 
Devonian (360408) 28, 151 7 65 8 3 
Silurian (408-438) -4, 121 8 - 19 4 
M. Ordovician (458-478) -22, 130 11 - 4 4 
E. Ordovician (479-505) -40, 132 12 - 7 4 
L. Cambrian (505-523) -36, 127 14 141 3 3 
M. Cambrian (523-540) -44, 157 4 61 12 3 
E. Cambrian (540-575) -35, 188 4 16 24 3 

Mean north paIeop&s for Siberia are given in the (Eur-)Asian reference 
frame [46]. The mean paleopoles were determined from individual poles 
that are liTted in Van der Voo [46] and meet 3 or more of 7 criteria. 
Abbreviations and conventions are as in Table 1. References: 1 = 
Khramov 121 and pers. comm., 19901, with running mean averages in 
ZO-Myr windows of all data from the U.S.S.R. part of Eurasia; 2 = 
Khramov [21 and pers. comm., 19901 with running mean averages in 
20-Myr windows of the data from the Siberian Platform only; 3 = from 
McElhinny [27, table 201, conventional Fisher averages; 4 = Tarling 142. 
table 9.31, conventional Fisher averages. 
* Calculated without running mean average, for the time of the peak of 
the polar wander path cusp (see also the discussion of North American 
paleopoles). 
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CHINA 
CHINA 

Fig. 5. Individual paleomagnetic north poles from 
South and North China, as well as best estimates of 
their paths of apparent polar wander. From Van der 
Voo [46]. 

lesser problem, which is undiminished by estimating 
poles for more seamounts, is that seamount poles must 
have a small poorly known bias or systematic error due 
to an induced magnetization or to a mainly Brunhes-age 
overprint. In a laboratory-based paleomagnetic study 
the former would be eliminated by making measure- 

ments in magnetic field-free space whereas the latter 
would be removed by alternating-field cleaning, thermal 
cleaning, or both. A final limitation to seamount poles 
is that it is unlikely that many, if any, useful poles can 
be obtained for time intervals when the geomagnetic 
field was reversing frequently because a seamount is 
unlikely to form entirely during a single short polarity 
interval. Consequently, few useful seamount poles have 
been obtained for the past 75 Ma when the interval 
between reversals was short, although many useful 
seamount poles have been obtained for mid- to Late 
Cretaceous time when the interval between reversals 
was long [see, Ogg, this volume]. 

Drill-core data also provide much useful information 
(see, for example, the review of deep sea drilling results 
by Cox and Gordon [63 and the many paleomagnetic 
results presented by Hammond et al. [18] and Epp et al. 
[7]). The most useful data are from igneous rocks 
recovered by deep-sea drilling and for sedimentary 
rocks recovered by piston cores. Paleomagnetic inclina- 
tions from sedimentary rocks recovered by deep-sea 
drilling are shallowly biased and are not of much use 
for the determination of accurate poles [ 16, 411. The 
main weaknesses of unbiased drill core data are that the 
data are sparse and that the cores are azimuthally 
unoriented and therefore inclinations but not declina- 
tions are obtained. Results from widely separated sites 
can be combined to obtain unique pole positions, but 
the resulting poles are always much more narrowly 

Table 5. Mean Paleopoles for the North and South China Blocks 

Age Interval South China Block North China Block 
Pole N K Ass Pole N K A95 

Ku (67-97) 84, 213 2 80, 170 1 
Kl (98-144) 76, 201 2 77, 213 2 
Ju, uJm (145-176) 71, 224 7 102 6 
Tru, uTrm (216-232) 45,224 1 
Trl/m, Trl (233-245) 46, 215 8 26 11 42, 26 2 
Pu (246-266) 47, 232 12 30 8 46, 3 5 73 9 
Cu/Pl, Cu (282-308) 22, 225 1 
Dm, Dl (379-397) -9, 190 1 
Su, Sm (415-429) 5, 195 1 
01/m, 01 (468-505) -39, 236 1 43, 333 1 
+21 (543-575) 37, 206 4 4 53 

Mean north paleopoles for North and South China continents are given in their own reference 
frames [46]. The mean paleopoles were determined from individual poles that are listed in Van 
der Voo [46] and meet 3 or more of 7 criteria. Abbreviations and conventions are as in Table 1. 
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bounded in latitude than in longitude. Equatorial sedi- 
ment facies have also provided useful information [45, 
40, 121. 

The fourth source of information comes from the 
shapes and amplitudes of marine magnetic anomalies. 
Pioneering studies of Larson and Chase [22] and of 
Cande [5, 371 provided useful constraints on Pacific 
APW. Cande’s work, however, also showed a limita- 
tion caused by a systematic difference between the ano- 
maly shape observed and that expected from simple cru- 
stal magnetization models that assume vertical boun- 
daries between crust magnetized in opposite directions. 
This difference is referred to as anomalous skewness 
and has been observed in many studies. If no correc- 
tion is made for anomalous skewness, the apparent 
effective inclination of the remanent magnetization of 
the seafloor is systematically in error. Recently, Petro- 
notis et al. [31] have developed a method for estimating 
paleomagnetic poles with compact confidence limits 
from analysis of the shapes of Pacific plate anomalies 
despite the complication of anomalous skewness. 
Insofar as this approach proves successful, the skewness 
approach has many attractions: (1) There are typically 
one hundred or more magnetic profiles that cross each 
Tertiary and Late Cretaceous anomaly on the Pacific 
plate. (2) The available sites are widely distributed; on 
the Pacific plate, for example, some crossings of 
Tertiary and Late Cretaceous anomalies are separated 
by distances exceeding 10,000 km. (3) The age of the 
anomalies is (by definition) exactly correlated with the 
reversal time scale and in a useful and important sense 
the age of magnetization is exactly known. (4) Insofar 
as induced magnetizations, viscous magnetizations, and 
overprinted remanent magnetizations are widespread and 
well approximated by an infinite sheet, they produce no 
measurable influence on the observed magnetic 
anomalies or the inferred direction of magnetization. 

Pioneering studies of seamount magnetism and of 
anomaly skewness showed that the Pacific plate has 
moved northward by 30”-35” since middle Early Creta- 
ceous time (-125 Ma; Figure 6) [e.g., 44, 9, 221. Addi- 
tional studies showed that nearly all the northward 
motion has occurred since 8&85 Ma (Figure 6) with 
mid- and Early Cretaceous APW moving along a nearly 
constant line of latitude corresponding to a clockwise 
rotation of the Pacific plate with indeterminate east-west 
motion [ll, 141. Later work indicates that the Pacific 
plate mainly rotated clockwise from about late Middle 
Jurassic time (-155 Ma) to about mid-Cretaceous time 
possibly superposed on modest southward motion during 
Late Jurassic and part of Early Cretaceous time (Figure 

Fig. 6. Observed paleomagnetic north poles for the Pa- 
cific plate. Solid squares and surrounding open ellipses 
are the Pacific plate paleomagnetic poles and 95% con- 
fidence limits (Table 6). Stereographic projection. 

Table 6. Pacific Plate Apparent Polar Wander Path 

Age 
(Ma) 

Pole Major Minor 
Semi-Axis Semi-Axis Az Ref 

26 81.1, 2.4 12.3 2.1 
39 78.0, 7.1 4.5 1.6 
57 78.2, 4.8 6.4 4.1 
65 71.6, 7.9 2.9 1.8 
75 68.6, 7.2 4.7 4.7 
82 58.4, 359.0 2.9 2.7 
88 56.6, 330.7 3.8 3.1 

125 50.9, 322.6 10.0 3.6 
129 46.0, 315.6 9.4 1.8 
136 44.9, 300.8 9.9 1.8 
145 42.7, 276.5 7.6 1.3 
155 51.9, 277.4 5.1 1.1 

80 1 
80 2 
93 3 
75 4 
-_ 5 
91 6 
41 6 
60 7 
67 8 
57 8 
45 8 
49 8 

Mean north paleopoles for the Pacific plate. Ages are given in mil- 
lions of years before present (Ma). Each 95% confidence limit is an 
ellipse, which is specified by the length in great circle degrees of 
the major semi-axis and of the minor semi-axis, and by the azimuth 
(“AZ”) in degrees clockwise from north of the major semi-axis. 
Sources and references (“Ref’) are as follows: (1) Acton and Gor- 
don [3], (2) Calculated by Acton and Gordon [3] from the data of 
Sager [35], (3) Petronotis et al. [32], (4) Acton and Gordon [l], (5) 
Calculated from three poles (dated as being from chron 33n) from 
the data of Sager and Pringle [36], (6) Sager and Pringle [36], (7) 

Petronotis et al. [31], and (8) Larson and Sager [23] (using their cal- 
culations with non-zero, adjustable anomalous skewness). 
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6) P3, 24. 
Work building on the results of Cande [5] showed 

that much (-15”) of the post-mid-Cretaceous northward 
motion occurred between 80-85 Ma and -65 Ma [13, 
331, whereas paleomagnetic results from piston cores 
[18, 71 showed substantial (-10”) northward motion dur- 
ing the past 25-30 millions years. These results indi- 
cate that little APW occurred between -65 and 25 Ma 
and later results, especially those of Sager [34], have 
started to fill in the details. Recently, Petronotis et al. 
[32] have determined a 57 Ma pole (Figure 6, Table 6) 
that indicates rapid APW continued after 65 Ma until 57 

Ma, but that only insignificant APW occurred between 
57 and 39 Ma. An important application of Pacific 
APW is to test the plate motion circuit used to estimate 
the motion of the Pacific plate relative to the continents 
PI. 
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Magnetic Polarity Time Scale of the Phanerozoic 

James G. Ogg 

1. GEOMAGNETIC FJELD REVERSALS AND THE 
MAGNETIC POLARITY TIME SCALE 

Reversals of the polarity of the main geomagnetic 
dipole field are geologically rapid events, typically less 
than 5000 years in duration, which occur at random 
intervals. These geologically rapid events are recorded by 
iron oxides within volcanic and sedimentary rocks. The 
pattern of polarity reversals commonly provides a unique 
“fingerprint” for correlating rock strata among diverse 
depositional and faunal realms, and this magneto- 
stratigraphy allows marine magnetic anomalies to be 
dated through correlation to fossiliferous sedimentary 
deposits. The long-term average frequency of these 
magnetic reversals varies over geological time. 

The magnetic polarity time scale has been constructed 
through a combination of marine magnetic anomaly 
patterns and of paleomagnetic analysis of various 
sedimentary sections having detailed biostratigraphy and 
igneous rocks with radiometric dates. This magnetic 
polarity time scale, especially the Mesozoic and Paleo- 
zoic portions, will continue to evolve as further precise 
magnetostratigraphic correlations to the geological time 
scale are obtained. 

2. NOMENCLATURE 

“Polarity chrons” are intervals of geological time 
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having a constant magnetic field polarity delimited by 
reversals [39]. A “polarity zone” is the corresponding 
interval in a stratigraphic section deposited during the 
polarity chron. Magnetic polarity is called “normal” if the 
geomagnetic field orientation is similar to the present 
dipole polarity, and “reversed” if it is opposite in 
orientation. Some magnetostratigraphic publications 
have referred to a “polarity chron” as a “chron”, but 
“chron” in the International Stratigraphic Guide 
designates a formal subdivision of a geological stage 
(e.g., “Planula chron” within the Oxfordian stage); 
therefore the prefix ‘polarity” should always be included 
for clarity. 

Nomenclature for late Mesozoic and Cenozoic polarity 
chrons is derived from the numbering of the correspond- 
ing marine magnetic anomaly series, with oldest polarity 
chrons given the highest numbers. The latest Cretaceous 
through Cenozoic magnetic polarity time scale consists of 
the “C” series (or, often used without a preceding letter 
identifier),.and the late Jurassic through early Cretaceous 
scale consists of the “M” series. Each numbered polarity 
chron within the main “C” and “M” magnetic polarity 
time scales consists of a pair of an older reversed-polarity 
chron and a younger normal-polarity chron. As details of 
the magnetic polarity record became known, especially 
within the Cenozoic, the nomenclature became progres- 
sively more awkward, but a complete renumbering [e.g., 
2.51 would probably introduce even more confusion. 

A nomenclature system for the “M” and “C” series was 
proposed by Alan Cox 1291. A polarity chron has “n” or 
“r” following its number to indicate normal or reversed 
polarity, respectively. When a major numbered polarity 
chron has been further subdivided, the resulting 
subchrons are denoted by a suffix of a corresponding 
numbered polarity chron. For example, “M22n.2n” is the 
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second-oldest normal-polarity subchron which comprises 
normal-polarity chron M22n. In some cases, further 
subdivisions have been made to previously published 
polarity subchrons, so these sub-subchrons are denoted by 
an additional suffix. 

The relative timing of an event with a polarity chron or 
zone can be indicated by appending a decimal fraction to 
the polarity chron name [27, 29, 721. For example, the 
relative timing of the Cretaceous/Tertiary boundary is at 
polarity chron C29r.7, indicating that 70% of reversed- 
polarity chron C29r preceded the event. For clarity in this 
paper, the decimal fraction is placed after the polarity 
chron name (e.g., Early/Middle Miocene boundary is at 
C5C.ln.8), rather than within the name (e.g., C5C.1.8n) 
as used in some scales [29,72]. 

Pre-Late Jurassic portions of the magnetic polarity 
time scale are derived entirely from paleomagnedc 
analysis of stratigraphic sections; therefore the polarity 
chrons do not have a corresponding marine magnetic 
anomaly sequence to provide an independent nomen- 
clature system. Some published magnetostratigraphic 
sections have designated individual polarity zones by 
stratigraphic numbering or lettering (upward or down- 
ward). Until the completeness and relative pattern of 
these various polarity zone series have been verified from 
coeval stratigraphic successions, it is premature to 
attempt any systematic nomenclature. 

The pre-“M-sequence” magnetic polarity time scale in 
this paper displays possible polarity chron patterns 
according to composite sections (e.g., Early Triassic from 
the Canadian Arctic) or as recorded in a “biostrati- 
graphically complete” section (e.g., Toarcian stage in 
Breggia Gorge, Switzerland), with resealing to be 
consistent with the Decade of North American Geology 
(DNAG) time scale [78]. Within the Paleozoic, Soviet 
workers have proposed a series of “superzones” or 
“hyperzones” characterized by a dominant magnetic 
polarity or frequency of reversals [e.g., 461. 

3. CENOZOIC AND LATE MESOZOIC 

3.1. Pleistocene-Pliocene Time Scale 
Absolute ages of geological time boundaries and 

magnetic polarity chrons within the Pleistocene and 
Pliocene epochs (Tables 1 and 2; Figure 1) are 
determined from correlation of Milankovitch orbital 
periodicities to pelagic sections having magnetostrati- 
graphy, biostratigraphy, and detailed isotope or cycle 
stratigraphy. This astronomical tuning yields ages accu- 
rate to a single orbital precessional cycle or approxi- 
mately 20,000 years. The Pleistocene magnetic polarity 

scale is calibrated from Ocean Drilling Program Site 677 
in the equatorial Pacific [87], and the Pliocene polarity 
scale is derived from independent studies at Site 677 and 
in magnetostratigraphic sections near the Pliocene stage 
stratotypes in southern Italy [34, 351. The astronomical- 
tuned age of the base of polarity chron Cln 
(Brunhes/Matuyama boundary) agrees with 4OAr/39Ar 
ages of lavas spanning this magnetic reversal [2]. 

The Pliocene-Pleistocene has a parallel nomenclature 
system in which the polarity chrons are also named for 
famous geomagnetists or for the geographic location 
where the polarity zone was first observed (Figure 1). 

3.1.1. Pleistocene/Pliocene boundary. The boundary 
between the Pleistocene and Pliocene epochs is just prior 
to the end of polarity chron C2n (Olduvai Normal) and 
has an astronomically tuned age of 1.81 Ma. 

3.1.2. Early/Late Pliocene boundary. The Early/Late 
Pliocene boundary is at the boundary between the Zan- 
clian and Piacenzian stages in southern Italy, but 
recognition of this stage boundary within the “type” 
formations varies among biostratigraphic markers. 
Therefore this stage boundary has been placed at the 
beginning of the Gauss Normal Polarity Chron 
(beginning of polarity chron C2An) where the different 
biostratigraphy definitions appear to converge 134, 351. 

3.2. Miocene-Campanian Magnetic Polarity Time 
Scale 

The “C-sequence” polarity pattern for the Late 
Cretaceous through Miocene (Table 2, Figure 2) is 
derived by Cande and Kent [9] from a synthetic South 
Atlantic magnetic anomaly block model with additional 
details derived from Pacific and Indian Ocean magnetic 
profiles. Previous magnetic anomaly patterns and 
corresponding magnetic polarity time scales [3,4, 29,49, 
621 had been based upon a “representative” South 
Atlantic magnetic profile [31]. The main magnetic 
anomalies in their new composite scale [9] are identical 
to previous scales, but the internal subdivisions and 
relative durations of normal- and reversed-polarity 
components are different. 

In addition to the main polarity pattern, there are 
numerous “tiny wiggles” in the marine magnetic anomaly 
profiles and corresponding “cryptochrons” in the 
magnetic polarity time scale, especially within the 
interval of polarity chrons Cl through Cl3 and C24 
through C28 [9]. These features may represent paleo- 
intensity fluctuations, brief polarity subchrons, or 
geomagnetic field excursions [lo]. 

Absolute ages are assigned to this C-sequence of 
polarity chrons through a spine fit with nine magneto- 
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TABLE 1. Geologic Time ScJe of the Phanerozoic 

of TaMf S ub-Enow 

F!aiQd 
Epoch 

Sub-Epoch or Stage 

(Ma) Polarity Chron 

CENOZOIC 

Holocene (Recent) 
Pleistocene 

Tertiarv 
[Neogene] 
Pliocene 

Late (Piacenzian) 
Early (Zanclean) 

Miocene 
Late (Messinian, Tortonian) 
Middle (Serravallian, Langhian) 
Early (Burdigalian, Aquitanian) 

[Paleogene] 
Oligocene 

Late (Chattian) 
Early (Rupelian) 

Eocene 
Late (Pribonian) 
Middle (Bartonian, Lutetian) 
Early (Ypresian) 

Paleocene 
Late (Thanetian) 
Early (Danian) 

0.00 
0.01 

1.81 
3.58 

5.32 
10.86 
16.04 

23.80 
28.48 

33.70 
37.60 
48.98 

55.00 
60.20 

C2n.9 
C2An.0 

C3r.85 
C5n.2n.05 
C5Br.0 

C6Cn.2n.O 
ClOn.ln.0 

C13r.86 
C17n.ln.5 
C22n.95 

C24r.36 
C26r.25 

MEs0z01c 

Late 
Maestrichtian 
Campanian 
Santonian 
Coniacian 
Turonian 
Cenomanian 

Early 
Albian 
Aptian 
Barremian 
Hauterivian 
Valanginian 
Berriasian 

JilJnE& 
Late 

Tithonian 

65.00 
71.30 
83.50 
86.30 
88.70 
93.30 

98.50 
113.00 
119.00 
127.34 
131.55 
138.77 

144.75 M18r.0 

C29r.7 
C31r.05 
C33r.O 

Mln.9 
M6r.O 
M10Nr.5 
M15n.4 
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TABLE 1. (continued) 

&e of Top of Sub-Epoch or SW 

(Ma) Polarity Chron 
Epoch 

Sub-Epoch or Stage 
Kimmeridgian 
Oxfordian 
Cailovian 

Middle 
Bathonian 
Bajocian 
Aalenian 

Early 
Toarcian 
Pliensbachian 
Sinemurian 
Hettangian 

Triassic 
Late 

Rhaetian 
Norian 
Carnian 

Middle 
Ladinian 
Anisian 

Early 
Olenekian (Smithian) 

(Spathian) 
Induan (Dienerian) 

(Griesbachian) 

152.84 
156.00 
163.00 

169.00 
176.00 
183.00 

187.00 
193.00 
199.00 
204.00 

208.00 
211.50 
225.00 
230.00 

235.00 
240.00 

241.26 
242.34 
243.45 

M22Ar.O 
M24Br.0 

PALEOZOIC 
Permian 

Late 
Tatarian 
Ufimian-Kasanian 

Early 
Kungurian 
Artinskian 
Sakmarian 
Asselian 

Late (Pennsylvanian) 
Kasimovian, Gzelian 
Moscovian 
Bashkirian 

Early (Mississippian) 
Serpukhovian 
Visean 

245.00 
253.00 

258.00 
263.00 
268.00 
277.00 

286.00 
295.00 
305.00 

320.00 
333.00 
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TABLE 1. (continued) 

of TOD of Sub-Epoch or S&x 

I?cxid 
Epoch 

Sub-Epoch or Stage 
Toumaisian 

(Ma) 

352.00 

Polarity Chron 

Devonian 
Late 

Famennian 
Frasnian 

Middle 
Givetian 
Eifelian 

Early 
Emsian 
Siegenian 
Gedinnian 

Silurian 
Late 

Pridolian 
Ludlovian 

Early 
Wenlockian 
Llandoverian . . ovu 

Late 
Ashgillian 
Caradocian 

Middle 
Llandelian 
Llanvimian 

Early 
Arenigian 
Tremadocian 

Cambrian 
Late 

Trempealeauan 
Franconian 
Dresbachian 

Middle 
Early 

Lenaian 
Atdabanian 
Tommotian 

360.00 
367.00 
374.00 

380.00 
387.00 

394.00 
401.00 

408.00 

414.00 
421.00 

428.00 

438.00 
448.00 

458.00 
468.00 

478.00 
488.00 

505.00 
511.00 
517.00 
523.00 

540.00 
550.00 
560.00 

PROTEROZOIC 
Vedian 

Poundian 570.00 
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TABLE 2. Cenozoic and Late Mesozoic Polarity Time Scale (“C-Sequence” and “M-Sequence”) 

Polarity Chrons within Geological Stages Subchrona Age (in Ma)b 
Top Bottom Duration 

Holocene-Pleistocene 

Cld 

c2 
Pliocene (Late) 

C2Ae 

Pliocene (Early) 
c3 

Miocene @ate) 
C3A 

C3B 

c4 

C4A 

C5 

Miocene (Middle) 

C5A 

CSAA 
CSAB 
CSAC 
CSAD 
C5B 

Cln 
Clr.ln 
Clr.2n 
C2n 

C2r.ln 
C2r.2n 
C2An.ln 
C2An.2n 
C2An.3n 

C3n.ln 
C3n.2n 
C3n.3n 
C3n.4n 

C3An.ln 
C3An.2n 
C3Bn 
C3Br.ln 
C3Br.2n 
CQn.ln 
C4n.2n 
C4r.ln 
C4An 
C4Ar.ln 
C4Ar.2n 
CSn.ln 
C5n.2n 

CSr.ln 
C5r.2n 
CSAn.ln 
C5An.2n 
CSAr.ln 
C5Ar.2n 
CSAAn 
CSABn 
CSACn 
CSADn 
CSBn.ln 
C5Bn.2n 

0.00 
0.00 
0.99 
1.19 
1.79 
1.81 
2.14 
2.22 
2.60 
3.11 
3.33 
3.58 
4.18 
4.48 
4.80 
4.98 
5.32 
5.88 
6.24 
6.90 
7.09 
7.30 
7.39 
7.60 
8.17 
8.65 
9.18 
9.53 
9.69 
9.87 

10.86 
11.01 
11.44 
11.91 
12.16 
12.66 
12.76 
12.98 
13.29 
13.70 
14.18 
14.80 
15.04 

0.78 0.78 
1.07 0.08 
1.20 0.01 
1.95 0.16 

2.15 0.01 
2.23 0.01 
3.04 0.44 
3.22 0.11 
3.58 0.25 

4.29 0.11 
4.62 0.14 
4.89 0.09 
5.23 0.25 

6.11 0.24 
6.53 0.29 
7.05 0.15 
7.13 0.03 
7.33 0.03 
7.52 0.13 
8.02 0.42 
8.21 0.03 
8.97 0.33 
9.26 0.08 
9.59 0.06 
9.83 0.14 
10.91 1.04 

11.06 0.05 
11.50 0.05 
12.05 0.15 
12.38 0.22 
12.69 0.03 
12.80 0.05 
13.13 0.15 
13.50 0.21 
14.07 0.38 
14.61 0.44 
14.89 0.09 
15.16 0.12 



246 MAGNEZ’IC POLARITY TIME SCALE 

Table 2. (continued) 

Polarity Chrons within Geological Stages Subchron 
Top 

Age (in Ma) 
Bottom Duration 

Miocene (Early) 
c5c 

C5D 
C5E 
C6 
C6A 

C6AA 

C6B 

C6C 

Oligocene (Late) 

c7 

C7A 
C8 

c9 
Cl0 

Oligocene (Early) 

Cl1 

Cl2 
Cl3 

Eocene (Late) 
ClS 
Cl6 

Cl7 
Eocene (Middle) 

Cl8 

Cl9 
c20 
c21 
c22 

CSCn.ln 
C5Cn.2n 
C5Cn.3n 
CSDn 
CSEn 
C6n 
C6An.ln 
C6An .2n 
C6AAn 
C6AAr.ln 
C6AAr.2n 
C6Bn.ln 
C6Bn.2n 
C6Cn. In 
C6Cn.2n 

C6Cn.3n 
C7n.ln 
C7n.2n 
C7An 
C8n.ln 
C8n.2n 
C9n 
ClOn.ln 

ClOn.2n 
Cl ln.ln 
Cl ln.2n 
C12n 
C13n 

C15n 
C16n.In 
C16n.2n 
C17n.ln 

C17n.2n 
C17n.3n 
C18n.ln 
Cl 8n.2n 
C19n 
C20n 
C21n 
C22n 

16.04 
16.04 
16.35 
16.58 
17.31 
18.32 
19.08 
20.55 
21.02 
21.79 
22.17 
22.47 
22.60 
22.81 
23.36 
23.68 
23.80 
24.00 
24.72 
24.83 
25.48 
25.81 
25.97 
27.00 
28.26 
28.48 
28.55 
29.37 
29.74 
30.45 
33.05 
33.70 
34.67 
35.37 
35.72 
36.67 
37.60 
37.67 
37.99 
38.50 
39.72 
41.35 
42.63 
46.28 
48.95 

16.32 0.28 
16.52 0.16 
16.76 0.17 
17.65 0.34 
18.82 0.50 
20.16 1.08 
20.75 0.21 
21.34 0.32 
21.88 0.09 
22.26 0.10 
22.51 0.03 
22.76 0.16 
23.08 0.26 
23.54 0.18 
23.80 0.12 

24.12 0.12 
24.77 0.05 
25.17 0.34 
25.63 0.15 
25.93 0.13 
26.53 0.56 
27.95 0.94 
28.48 0.23 

28.72 0.17 
29.63 0.26 
30.07 0.33 
30.92 0.46 
33.54 0.49 

34.96 0.29 
35.55 0.19 
36.38 0.67 
37.53 0.87 

37.92 0.25 
38.18 0.20 
39.64 1.14 
40.22 0.50 
41.62 0.26 
43.87 1.24 
47.86 1.58 
49.60 0.66 
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Table 2. (continued) 

Polarity Chrons within Geological Stages Subchron 
Top 

Age (in Ma) 
Bottom Duration 

Eocene (Early) 
C23 

C24 

Paleocene (Late) 
c25 
C26 

Paleocene (Early) 
C27 
C28 
C29 

Maestrichtian (Cretaceous) 
c30 
c31 

Campanian (macrofossil-defined) 
C32 

c33 
Campanian (foraminifer-defined) 
c349 

Santonian 
Coniacian 
Turonian 
Cenomanian 
Albian 

Earlv Cretaceous-Late -sic “M-wence”h 

C23n.ln 
C23n2n 
C24n.ln 
C24n.2n 
C24n.3n 

C25n 
C26n 

C27n 
C28n 
C29n 

C30n 
C31n 

C32n.ln 
C32n.2n 
C32r.ln 
C33n 

C34n 

M”-3”r set 
M”-2”r set 

Aptian 

Ml 
Barremian 

M3’ 
M5 
M6 

Hauterivian 
M7 
M8 
M9 
Ml0 
MlONj 

M”-l”r 

Mln 

M3n 
M5n 
M6n 

M7n 
M8n 
M9n 
MlOn 
MlONn.ln 

48.98 
50.65 
50.91 
52.24 
52.64 
52.79 
55.00 
55.89 
57.55 
60.20 
60.96 
62.55 
64.01 
65.00 
65.67 
68.07 
71.30 
71.39 
71.87 
73.40 
73.70 
74.50 
83.50 
83.50 
86.30 
88.70 
93.30 
98.50 

99.90 
105.50 
113.00 
114.00 
118.70 
119.00 
122.25 
125.36 
127.05 
127.34 
127.34 
127.97 
128.60 
129.43 
130.19 

50.81 0.17 
51.61 0.70 
52.54 0.31 
52.69 0.04 
53.25 0.46 

56.38 0.49 
57.91 0.36 

61.32 0.36 
63.68 1.13 
64.76 0.75 

67.93 2.26 
69.12 1.05 

71.64 0.25 
73.15 1.28 
73.48 0.07 
79.29 5.59 

118.00 34.50 

102.70 
108.30 

114.10 
121.81 

123.03 0.78 
126.46 1.10 
127.21 0.16 

127.52 0.18 
128.33 0.36 
128.91 0.31 
129.82 0.39 
130.57 0.38 

3.11 
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Table 2.(continued) 

Polarity Chrons within Geological Stages Subchron 
Top 

Age (in Ma) 
Bottom Duration 

Valanginian 
Ml1 

MllAk 

Ml2 

M12A 
Ml3 
Ml4 
Ml5 

Berriasian (Cretaceous) 
Ml6 
Ml7 
Ml8 

Tithonian (Jurassic)* 
Ml9 

M20 

M21 
M22 

M22A 
Kimmeridgian 

M23 

M24 

M24A 
M24B 

Oxfordian 
M2.5 

Pre-M35 Maonetic Anomaly Seriesm 

M25A 

M26 

MlONn.2n 
MlONn.3n 

Mlln 
Mllr.ln 
Ml lAn.ln 
Ml lAn.2n 
M12n 
M12r.ln 
M12An 
M13n 
M14n 
M15n 

130.63 
131.02 
131.55 
131.65 
133.03 
133.50 
133.92 
134.42 
135.56 
135.88 
136.37 
137.10 
138.30 
138.77 
139.58 
141.85 
143.76 

131.00 0.37 
131.36 0.34 

132.53 0.88 
133.08 0.05 
133.90 0.40 
134.31 0.39 
134.75 0.33 
135.66 0.10 
136.24 0.36 
136.64 0.27 
137.39 0.29 
139.09 0.79 

M16n 
M17n 
M18n 

141.20 1.62 
142.27 0.42 
144.33 0.57 

M19n.ln 
M19n.2n 
M20n.ln 
M20n.2n 
M21n 
M22n.ln 
M22n.2n 
M22n.3n 
M22An 

144.88 0.13 
145.98 1.02 
146.75 0.31 
147.47 0.66 
149.42 1.09 
151.46 1.57 
151.56 0.05 
151.69 0.08 
152.66 0.13 

M23n 
M23r.ln 
M24n 
M24r.ln 
M24An 
M24Bn 

153.21 0.37 
153.52 0.03 
154.48 0.33 
154.88 0.03 
155.21 0.13 
155.84 0.36 

M25n 

144.75 
144.75 
144.96 
146.44 
146.81 
148.33 
149.89 
151.51 
151.61 
152.53 
152.84 
152.84 
153.49 
154.15 
154.85 
155.08 
155.48 
156.00 
156.00 156.29 0.29 

M25An.ln 156.55 156.72 0.17 
M25An2n 156.81 156.92 0.12 
M25An.3n 157.00 157.16 0.16 
M26n.ln 157.28 157.39 0.12 
M26n.2n 157.47 157.56 0.08 
M26n.3n 157.64 157.72 0.08 
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Polarity Chrons within Geological Stages Sub&on 

Top 

Age (in Ma) 
Bottom Duration 

M27 
M28 
M29 

M30 

M31 
M32 

M33 
M34 

M35 
Callovian 

M36 

M37 

M38 

M39 

M26n.h 
M27n 
M28n 
M29n.ln 
M29n.2n 
M29n.3n 
M30n 
M3Or.ln 
M31n 
M32n 
M32r.ln 
M33n 
M34n 
M34r. 1 n 
M34r.2n 
M35n.ln 

M35n.2n 
M35r.ln 
M36n.ln 
M36n.2n 
M37n 
M37r.ln 
M37r.2n 
M38n.ln 
M38n.2n 
M39n 

157.78 
158.23 
158.67 
159.08 
159.35 
159.61 
159.87 
160.61 
160.73 
161.02 
161.57 
161.68 
162.10 
162.52 
162.69 
162.86 
163.00 
163.28 
163.61 
163.74 
164.04 
164.37 
964.75 
164.91 
165.07 
165.29 
166.07 

157.99 0.21 
158.44 0.21 
158.88 0.21 
159.28 0.20 
159.58 0.23 
159.76 0.15 
160.33 0.46 
160.65 0.04 
160.87 0.15 
161.39 0.37 
161.62 0.05 
161.91 0.23 
162.37 0.27 
162.59 0.07 
162.74 0.05 
163.17 Q.31 

163.45 0.17 
163.66 0.06 
163.99 0.25 
164.18 0.15 
164.65 0.28 
164.80 0.05 
164.98 0.07 
165.27 0.21 
165.48 0.19 

a Normal-polarity chrons and subchrons within the main polarity chron. Subchrons within a main polarity chron are 
decimal-numbered from youngest to oldest (e.g. “C3n.ln”); sub-subchrons are denoted by another decimal 
qualifier (e.g. “C3n.2r.ln”). 

b Age span of normal-polarity chrons and subchrons, and boundary ages of geological stages. 
c Pleistocene-Pliocene ages are from “astronomically calibrated” sections [34, 35, 871. Subdivision and ages of 

Miocene through Eocene “C-sequence” are from Cande and Kent [9], except polarity chrons C3A through C5Bn 
have been scaled to be consistent with the astronomically calibrated Miocene/Pliocene boundary at 5.32 Ma. 
Miocene through Eocene age calibration points for the magnetic polarty time scale of Cande and Kent [9] are: 
(1) top of polarity chron C5Bn = 14.8 Ma; (2) base of C6Cn.2n = Oligocene/Miocene boundary = 23.8 Ma; 
(3) C13r.86 = Eocene/Oligocene boundary = 33.7 Ma; (4) Upper part of polarity chron C21n (C21n.67) = 46.8 
Ma; (5) C24r.34 = Paleocene/Eocene boundary = 55.0 Ma. Paleocene through Campanian age calibration points 
are: (1) C29r.7 = Maestrichtiankleocene boundary = 65.0 Ma; (2) C33n.85 = 74.5 Ma (foraminifer-defined 
CampanianMaestrichtian boundary); and (3) top of C34n = Santonian/Campanian boundary = 83.5 Ma. 

d Polarity chrons within Cl and C2 have a parallel nomenclature: Cln = BrunRes Normal polarity chron, with 
Matuyama Reversed spanning Clr through C2r; Brunhes Normal contains brief excursions (Lascamp, Blake, 
Biwa I & II, and Emperor); Clr.ln = Jaramillo Normal; Clr.2n = Cobb Mountain event (duration uncertain); 
C2n = Olduvai Normal; C2r.ln and C2r.2n = Reunion-l and -2 (existence uncertain). See Figure 1. 
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Table 2. (continued) 

e Polarity chrons within C2A and C3 have a parallel nomenclature: C2An = Gauss Normal (subdivided by brief 
reversed-polarity subchrons of Kaena (2Anlr) and Mammoth (2An.2r)), with Gilbert Reversed spanning 
polarity chron C2Ar through C3r; C3n.ln = Cochiti Normal; C3n.2n = Nunivak Normal; C3n.3n = Sidufjall 
Normal; C3n.4n = Thvera Normal. See Figure 1. 

f Polarity chron “C14” does not exist. 
g Polarity chron C34n is the Cretaceous Long Normal-Polarity Chron (Cretaceous “Quiet Zone” in ocean magnetic 

anomaly pattern). Within the Aptian-Albian portion are possible brief reversed-polarity subchrons, denoted in 
this scale as M”-3”r set, M”-2”r set, and M”-1”r (nomenclature after Ryan et al. [86]), but the younger sets are 
not verified (see text). 

h Main “M-sequence” pattern is from Larson and Hilde [50], with nomenclature revised from Cox [29]. Ages are 
from Kent and Gradstein [44,45] using calibration points of (1) top of MOr = 118 Ma (which they had considered 
to be the base of the Aptian stage); and (2) top of M25n = Oxfordian/Kimmeridgian boundary = 156 Ma. 

f Polarity chron M3n was originally called “M2”, and chron M5n was originally “M4” [50]. 
J Polarity chron MlO”N” was named after Fred Naugle [50], therefore the “N” does not imply normal polarity. 
k Polarity chron Ml 1 An is subdivided following the magnetic anomaly model of Tamaki and Larson [95]. 
’ TithonianlBerriasian (Jurassic/Cretaceous) boundary has not been internationally defined and may eventually be 

placed within the interval of polarity chrons Ml8 or M19. See text for discussion of other stage boundary 
placements within M-sequence. 

m Relative durations of pre-M25 magnetic chtons from Handschumacher et al. [28]; ages resealed to DNAG time 
scale [44] (see text); nomenclature revised following system of Cox [29]. This pm-M25 sequence has not been 

verified by magnetostratigraphy. Callovian/Oxfordian boundary (163 Ma in DNAG time scale) is projected 
placement only. 

stratigraphic-radiometric age calibration points to the 
boundaries of marine magnetic anomalies in the 
composite block model [9]. The spline fit procedure 
allows derived South Atlantic seafloor spreading rates to 
vary smoothly between these these chron-age controls. In 
this paper, the interval of polarity chrons C3r through 
CSACr in the time scale of Cande and Kent [9] has been 
revised to be consistent with astronomically tuned ages 
derived for Power Pliocene polarity chrons (e.g., the 
beginning of the Thvera normal-polarity chron C3n.4n 
occurs at 5.23 Ma [35], instead at 5.046 Ma [9]). 

3.3. Miocene-Campanian Geological Boundaries 
The ages of the majority of stage and epoch boundaries 

within the Miocene through Paleocene (Table I) are 
derived from the magnetic polarity time scale according 
to the occurrence of biostratigraphic markers within 
magnetostratigraphic sections [3,4, 91. 

3.3.1. Miocene/Pliocene boundary. Astronomical 
tuning of Pliocene magnetostratigraphic sections in 
southern Italy assigns an age of 5.32 Ma to the Miocene- 
Pliocene boundary (base of Trubi Formation) and place- 
ment in the older portion of polarity chron C3r [35], or at 
C3r.85 in this scale. 

3.3.2. MiddleJLate Miocene boundary. The 
beginning of Tortonian stage, as defined as first appear- 
ance datum of foraminifer Neogloboquadrina 

acostaensis, correlates to nannofossil zone NN8 and the 
earliest part of polarity chron C5n [58]. Therefore this 
boundary was arbitaril;* placed just after the beginning of 
polarity subchron C5n.2n; although it may be as old as 
the latest portion of polarity chron C5r [9]. 

3.3.3. Early/Middle Miocene boundary. The begin- 
ning of the Langhian stage is at the end of polarity chron 
CSCn [9] or slightly older [3]. 

3.3.4. Oligocene/Miocene boundary. The radiometric 
age and magnetostratigraphic correlation of the Oligo- 
cene/Miocene boundary appears to vary among different 
biostratigraphic markers [3, 4, 58, 601. The first 
appearance of foraminifer Globorotalia kugleri is 
observed near the top of the lower normal-polarity 
subzone in polarity zone C6Cn [58], whereas the first 
appearance datum of foraminifer Globoquadrina 
dehiscens [60] occurs at the top of polarity zone C6Cn 
[SS], or about 1 m.y. younger. Cande and Kent [9] place 
the Oligocene/Miocene boundary at the beginning of 
polarity chron CXn.2n with an assigned age of 23.7 Ma 
[301. 

3.35 Early/Late Oligocene boundary. The Rupe- 
IianKhattian stage boundary, recognized by the last 
appearance datum of foraminifer Chiloguembelina or the 
NP23DW24 nannoplankton zone boundary “is closely 
linked with Chron ClOn” [4]. Therefore this boundary is 
placed at the beginning of polarity subchron ClOn.ln. 
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3.3.6. Oligocene/Eocene boundary. The Oligo- 
cene/Eocene epoch boundary, as recognized by last 
appearances of different foraminifer and discoaster 
species, falls approximately “midway in Chron C13r” [4, 
531. Within the proposed boundary stratotype, the 
boundary occurs in the upper part of polarity zone C13r 
[64]. In this scale, the boundary is pIaced at polarity 
chron C13r.86 [9] with an age of 33.7 +0.4 Ma [67], 
although a slightly younger age is possible [57]. 

Brief normal-polarity subchrons or events during 
polarity &on C13r [9, 57, 80, 1001 may aid in global 
precision recognition of the Oligocene/Eocene boundary. 

3.3.7. Middle/Late Eocene boundary. The Bartonian- 
Priabonian stage boundary has conflicting recognition 
with foraminifer and calcareous nannofossil definitions 
[4]. The last appearance datum of Truncororaloides rohri 
marker occurs “within the later part of Chron C17n” [4, 
611; therefore, this boundary is arbitrarily placed in the 
middle of subchron C17n.ln. 

3.3.8. Early/Middle Eocene boundary. The 
Ypresian-Lutian stage boundary, as recognized by the 
first appearance datum of Huntkenina arugonensis, 
occurs just prior to the end of polarity chron C22n [61], 
and is placed at C22n.95 in this scale. 

3.3.9. Paleocene/Eocene boundary. A Paleo- 
cene/Eocene boundary age of 55 Ma [5, 941 and 
placement at polarity chron C24r.34 [4] was used as a 
calibration point in the time scale of Cande and Kent [9]; 
however the definition and recognition of the boundary 
remains unresolved. 

3.3.10. Early/Late Paleocene boundary. The top of 
the Danian stage also has conflicting biostratigraphic 
definitions. An expanded Danian stage (“Danian s.1.“) 
has its end defined by first appearance datum of 
Morozovellu ungulutu occurring in the “lower part of 
Chron C26r” [4]. Accordingly, this boundary is arbi- 
trarily placed at polarity &on C26r.25. 

3.3.11. MaestrichtianA’aleocene (Cretaceous/ Terti- 
ary) boundary. The mass extinctions at the Cretaceous/ 
Tertiary boundary occurred during the latter portion of 
polarity chron C29r. The exact placement is complicated 
by changes in relative sedimentation rates across the 
boundary, but appears to be approximately at polarity 
chron C29r.7 [4]. 

3.3.12. CampanianIMaestrichtian boundary. The 

Figure 1. Pleistocene-Pliocene polarity chrons and 
subchrons. Time scale is calibrated by astronomical 
cycles (Table 2). Normal-polarity chrons are shown in 
black, reversed-polarity chrons are white. 
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Figure 2. Cenozoic-late Mesozoic magnetic polarity time scale. Normal-polarity chrons (Table 2) are 
shown in black, reversed-polarity chrons are white; intervals lacking magnetostratigraphy studies or 

having uncertain validity are cross-hatchured. 
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age of the Campanian/Maestrichtian stage boundary and 
corresponding correlation to the magnetic polarity time 
scale depends upon the biostratigraphic definition of this 
boundary. In the magnetostratigraphic section of Gubbio 
in Italy, the Globotruncana calcaratalG. tricarinata 
foraminifer zone boundary occurs in the upper part of 
polarity zone C33n [l]. This placement has been verified 
in sections in Northern Italy and in the S. Atlantic [4]. 
The estimated age of this microfossil-defined 
Campanian/ Maestrichtian boundary is 74 to 75 Ma [4]. 
Therefore Cande and Kent [9] assign this boundary to 
polarity chron C33n.85 with an age of 74.5 Ma (lower 
dashed line in chart). 

However, other biostratigraphic markers for the 
Campanian/Maestrichtian boundary (e.g., last appear- 
ance datum of nannofossil E. eximius) occur as early as 
the beginning of polarity chron C31r [e.g., 191. The 
macrofossil-defined Campanian/Maesuichtian boundary 
in northwest Europe occurs significantly later than the 
last occurrence of G. calcaruta [7], and strontium-isotope 
stratigraphy indicates that this boundary in the English 
Chalk corresponds to an age of approximately 71.3 Ma in 
the bentonite-bearing sections of the U.S. Western 
Interior [55, 65, 661. This macrofossil boundary defini- 
tion, radiometric age, and corresponding placement near 
the beginning of polarity chron C31r is shown as the 
higher dashed line on the chart. 

3.3.13. SantonianKampanian boundary. The top of 
the Cretaceous Long Normal-Polarity Zone (polarity zone 
C34n) occurs near the Santonian/Campanian boundary in 
the magnetostratigraphy of the Gubbio section of Italy [l] 
and in other sections [4]. An age of 83 Ma was preferred 
by Cande and Kent [9] as a calibration point for 
assigning ages to Campanian-Maestrichtian polarity 
chrons’, but later Ar-Ar dating indicates that 83.5 Ma is a 
better estimate [65]. 

3.3.14. Santonian through Aptian houndaries. Ages 
of Late and Middle Cretaceous stages in the DNAG time 
scale (Table 1) [44, 45, 781 are based on a composite of 
radiometric dates [29]. These ages have been revised to 
include higher precisiion Ar-Ar dates [65]. 
3.4. Aptian-Albian Reversed-Polarity Subchrons 

An extended interval of normal polarity, the 
“Cretaceous Long Normal-Polarity Chron” or polarity 
chron C34n, extends from the early Aptian to the 
Santonian/Campanian boundary (Figure 2). Within the 
Cretaceous Long Normal-Polarity Chron, brief subchrons 
of reversed polarity have been observed in Aptian-Albian 
pelagic sediments, although there are no well-defined 
marine magnetic anomalies recognized in ocean crust 
during this interval. 

A brief late Aptian or earliest AIbian event has been 
noted in magnetostratigraphic studies in Europe [52, 79, 
102, 1031, and in DSDP sites in the Atlantic [24, 41, 42, 
431, Indian [40, 741, and Pacific Oceans [96]. In 
magneto-biostratigraphic sections, the age of this brief 
reversed-polarity chron is late Aptian, within the Globi- 
gerinelliodes algerianus foraminifer zone [96, 1031. 
There may also be a narrow magnetic anomaly 
corresponding to this reversed-polarity zone [e.g., 1051. 
A suggested nomenclature for this subchron is M”-l”r, 
implying the next younger polarity chron after polarity 
chron MOr [e.g., 86, 891, although “Gatan zone” [79] and 
“ISEA reversal” [e.g., 52, 961 have also been used. The 
duration of this subchron is estimated as less than 
100,000 years [97]. 

Middle Albian reversed-polarity subchrons have been 
reported [41, 96, 1051. However, these events, the M”-2” 
set [86], near the boundary of the Biticinellu breggiensis 
and Ticinella primula foraminifer zones have not yet 
been verified [98]. 

Late Albian reversed-polarity subchrons, the M”-3” set 
[86], have been reported in some magnetostratigraphic 
studies of deep sea sediments [e.g., 22, 24, 401, and may 
occur at the end of the Pruediscosphuera cretucea and 
within the EiffelZithus turrisei’li nannoplankton zones 
[99]. These reported events require additional 
verification and improved biostratigraphic control. 

3.5. Early Cretaceous and Late Jurassic Magnetic 
Anomaly M-Sequence: 

3.5.1. Polarity chrons MO through M25. The M- 
sequence polarity scale for polarity chrons MOr through 
M25r (Table 2, Figure 2) is derived from a block model 
of the Hawaiian lineations by Larson and Hilde [50]. 
These polarity chrons are assigned absolute ages by 
assuming a constant rate of spreading of the Hawaiian 
lineations for the Kimmeridgian through Barremian 
stages, and correlations of biostratigraphic markers to 
magnetostratigraphy enables assignment of absolute ages 
to intervening stage boundaries (Table 1) [44, 451. The 
age calibration points for this DNAG time scale are 
assignment of the Barremian/Aptian boundary at 118 Ma 
to just below polarity chron MOr and of the 
Oxfordian/Kimmeridgian boundary at 156 Ma to the top 
of polarity chron M25n. 

The following modilications were made to the MO 
through M25 scale: (1) The M-sequence nomenclature 
and separation of additional major polarity chrons (e.g., 
polarity chron “Ml 1A”) follows the system of Cox [29]; 
(2) Normal-polarity &on Ml1 An was extended in 
duration using the original Larson and Hilde [50] 
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pattern, and a brief reversed-polarity sub&on was 
inserted [95]. 

A reversed-polarity magnetic anomaly “CLl” may 
occur between anomalies Ml and MO in the Pacific [88], 
but there has not been verification of this event in 
magnetostratigraphic sections. 

3.52. Pre-M25 magnetic anomaly series. A series of 
Jurassic magnetic anomalies identified in the western 
Pacific were named M26 through M29 by Cande et at. 
[8]. Later, Handschumacher et al. [28] used more 
detailed surveys to propose a revised M26 through M38 
pattern, which retained in modified form the previous 
M26-M28 portion [8] and extended the series by 
approximately 5 m.y. They assigned ages to their M26- 
M38 pattern by assuming a constant spreading rate from 
M21-M38 in the Japanese lineations and by using the 
M21-M25 ages from the Larson and Hilde [50] scale. 

The ages of Handschumacher et al.‘s M26 through 
M38 have been resealed in this paper (Table 2, Figure 2) 
using the DNAG time scale [44] with the following 
conversions: (1) the base of M25r is changed from 
153.05 Ma [28] to 157.61 Ma [44]; (2) the beginning of 
their M3On, which they indicate corresponds to the 
beginning of “M29r” in the previous Cande et al. scale 
[8], is changed from 156.55 Ma [28] to 160.33 Ma [44]. 
The projected Late Callovian age of magnetic anomaly 
M39 is consistent with the basement age of earliest 
Callovian or latest Bathonian at ODP Site 801 on pre- 
M39 oceanic crust [51]. 

The anomaly numbering of Handschumacher et al. 
[28] is retained in this new scale, but their polarity chron 
and subchron nomenclature was revised to be consistent 
with the younger portion of the M-sequence. For 
example, their normal-polarity chron “35a” is renamed as 
subchron “M35r.ln” because it occurs within their 
reversed-polarity chron M35r. There may be a 
duplication of one chron within their marine magnetic 
anomaly pattern due to a spreading ridge jump 
(R. Larson, pers. commun., 1991), but until this 
possibility is verified, the published interpretation and 
numbering by Handschumacher et al. [28] will be used. 

3.6. Early Cretaceous Boundaries 
The M-sequence polarity chrons have been correlated 

to ammonite, calcareous nannofossil, dinoflagellate, and 
calpionellid zones and datums [e.g., reviews in 6, 70, 
721. Additional magnetostratigraphy studies within 
Lower Cretaceous strata [e.g., 131 have indicated that 
further refinement of the assignment of stage boundaries 
to polarity chrons (Table 1) is constrained by the 
common use of micropaleontological markers rather than 

ammonite zones to recognize these stage boundaries and 
by the variable preservation and reworking of those 
micropaleontological markers. 

3.6.1. Barremian/Aptian boundary. The Barre- 
mian/Aptian boundary occurs just prior to reversed- 
polarity chron MOr [13, 701, and is placed at Mln.9. The 
base of polarity chron MOr could serve as a working 
definition of this boundary. 

3.6.2. HauterivianIBarremian boundary. This stage 
boundary occurs within the interval of polarity chrons 
M5r through M7r. A precise assignment is currently 
inhibited by a discrepancy between dinoflagellate and 
nannofossil markers [70] and by the variable relative 
position of the last appearance datum of nannofossil 
Lithruphidites bollii [13]. The boundary is tentatively 
assigned to the beginning of polarity chron M6r. 

3.6.3. ValanginianfHauterivian boundary. There are 
no nannofossil markers for this boundary, and the 
observed variability in the dinoflagellate marker (last 
appearance datum of Scriniodinium dicryotum) brackets 
polarity zone MlONr [70]. The boundary was assigned to 
the middle of polarity chron M 10Nr. 

3.6.4. BerriasianNalanginian boundary. The base 
of the Thurrnanniceras otopela ammonite zone in 
southern Spain occurs just below the middle of polarity 
zone M15n [71], and the corresponding stage boundary is 
placed at polarity chron M15n.4. 

3.7. Late Jurassic Boundaries 
3.7.1. JurassicfCretaceous (=Tithonian/Berriasian) 

boundary. This epoch boundary does not have an inter- 
nationally accepted definition, although several possible 
biostratigraphic markers have been correlated to 
magnetostratigraphy [72]. The base of polarity chron 
M18r has been proposed as a working definition for the 
Jurassic/ Cretaceous boundary [69]. 

The regional Purbeck stage of southern England has 
yielded a magnetostratigraphy with suggests correlation 
to polarity chrons M19r through M14r of latest Tithonian 
through earliest Valanginian age. The underlying 
Portland appears to span only polarity zones M21r 
through M19n, implying a middle and late Tithonian age 
correlation [76]. 

3.7.2. Kimmeridgiatiithonian boundary. The 
beginning of the Hybonoficeras hybonorum ammonite 
zone in southern Spain occurs within polarity chrons 
M23n to M22An [68]. 

3.7.3. OxfordianIKimmeridgian boundary. The 
beginning of the Sutneria platynola ammonite zone 
occurs within the interval of polarity chrons M25r to 
M24Br within southern Spain [68]. Pending further mag- 
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netostratigraphic studies, this boundary is assigned as the 
end of polarity chron M25n. 

4. MIDDLE JURASSIC THROUGH LATE 
PERMIAN 

4.1. Early and Middle Jurassic 
The Early and Middle Jurassic magnetic polarity 

patterns are primarily known from ammonite-bearing 
magnetostratigraphic sections in Europe. In order to 
partially compensate for variable sedimentation rates, the 
results of individual studies have been re.scaIcd in the 
chart to make the component ammonite subzones of the 
Tethyan faunal realm approximately equal in duration 
within each stage (Table 3, Figure 3). The absolute ages 
of the Jurassic stages estimated by the DNAG time scale 
vary by much as 10 m.y. with respect to later time scales 
[e.g., 30; Gradstein et al., in prep.], so these projected 
polarity chron ages provide only relative duration 
estimates within each stage. 

The Middle to Late Oxfordian polarity sequence is 
derived from northern Spain [91]. Lower Oxfordian 
through Callovian sequences in southern Poland have 
yielded a partial polarity pattern [73]. The condensed 
nature of these Polish sediments coupled with the 
observed close-spaced magnetic anomalies from Pacific 
crust of presumed Early Callovian-Oxfordian age [28] 
suggest that the actual polarity pattern in this time 
interval is more complex. Condensed Callovian sedi- 
ments from northern Italy suggest that this interval may 
have a reversed-polarity bias [12], in contrast to the 
normal-polarity bias in the data from Poland [73]. There 
have been no magnetostratigraphic studies from earliest 
Callovian and Late Bathonian. The corresponding “pre- 
M39” oceanic crust in the Pacific is called the “Jurassic 
Quiet Zone”, and the indistinct nature of the oceanic 
crust magnetization of this region may indicate the 
blurring effect caused by a high frequency of magnetic 
reversals. 

Bajocian through Middle Bathonian ammonite-zoned 
sediments of southern Spain have yielded a very high 
frequency of magnetic reversals [92]. The polarity 
pattern in the chart is a correlation of the main magneto- 
stratigraphic features within the component ammonite 
zones; there may be additional short-duration polarity 
zones. 

The Aalenian and Toarcian polarity pattern is from a 
pelagic sediment section in southern Switzerland, and 
the Pliensbachian polarity sequence is from a nearby 
section in northern Italy 1361. Frequent magnetic 
reversals are indicated in other Aalenian through 

Pliensbachian sections [reviewed in 111, which hinders 
detailed correlation of individual magnetic polarity 
cl-irons. In contrast to the Aalenian section in 
Switzerland, the Aalenian on the Isle of Skye, Scotland, 
is mainly of normal polarity, with predominantly 
reversed-polarity zones within the uppermost Toarcian 
and across the proposed Aalenian/Bajocian boundary 
stratotype [26]. The Toarcian stratotype in the Paris 
Basin [18] has yielded a polarity pattern having a similar 
frequency of reversals to the Toarcian of Switzerland. 
However, the sedimentation rates of this shallow-marine 
Toarcian stratotype are probably more variable and dis- 
torted by sea-level fluctuations than in the Switzerland 
section, and correlation of polarity zones are hindered by 
differences in ammonite zonations among the two 
regions (B. Galbrun, pers. commun., 1989). 

Sinemurian and latest Hettangian sections in Italy [l l] 
and in Austria (M. Steiner and J. Ogg, unpublished; 
shown in the chart) have yielded tentative polarity 
patterns, but these sections lack biostratigraphic zona- 
tion. Magnetostratigraphic results from eastern United 
States [56] and from southern Germany suggest that the 
Hettangian may be dominated by normal polarity. 

4.2. Middle and Late Triassic 
Nearly all Middle and Late Triassic magnetostrati- 

graphic studies are from North American continental 
sediments: therefore the ammonites and conodonts used 
to define the boundaries of Triassic stages are absent, and 
the correlations of individual polarity zones are 
uncertain. The Rhaetian-Norian magnetic polarity 
pattern (Table 3, Figure 3) is from a composite of 
Newark Basin sections [77, 1061. Brief normal polarity 
zones are observed within lower Bhaetian marine 
sediments on the nortbwestem Australian margin [19], 
and may correlate to features in the Chinle Formation of 
New Mexico [59, 811. Magnetostratigraphy of marine 
sediments of Camian through middle Norian age on the 
northwest Australian margin [19] and in Turkey [21] 
indicate that the Carnian-Norian boundary is within or 
near the base of a normal-polarity zone, similar to the 
placement of this boundary in the Newark Basin, but that 
there are probably many more brief polarity zones than 
have been published from the Newark Basin formations. 

The composite Camian and Middle Triassic magnetic 
polarity pattern compiled by Molina-Garza et al. [59] 
from numerous sources has been resealed to the DNAG 
time scale [78]. The Camian portion of their scale agrees 
in broad outline with the magnetostratigraphy of pelagic 
limestones in Turkey [21], but may omit some brief 
reversed-polarity events. 
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TABLE 3. Jurassic through Late Permian Magnetostratigraphy 

Geologic Age 
Magnetostratigraphic sections 

Polarity Chron 
(if named) 

Age (in Ma)a 
TOP Bottom Duration 

Oxfordian 
N. Spain series [66] 

S. Poland series [67] 

Callovian 

Bathonian 
S. Spain series [69] 

Bajocian 

AG-N8 
AG-N7 
AG-N6 
AG-N5 
AG-N4 
AG-N3 
AG-N2 
AG-Nl 

No Dam 
par.-N 

No Data 
ant.-N 

No Dam 
cord-N 
mar.-N 

lamb.-N 
No Data 
car.-N 
jas.-N 

No Data 
call.-N 

No Data 

asp.-N 
No Data 
cost.-N 
sof.-N 

zig.-Nl 
zig.-N2 
zig.-N3 

park.-Nl 
park.-N2 
park.-N3 
park.-N4 
gar.-Nl 
gar.-N2 
gar.-N3 
gar.-N4 
subf.-N 

humph.-Nl 
humph.-N2 

saw-N1 

157.39 
157.68 
158.08 
158.49 
158.89 
159.04 
159.28 
159.38 
159.70 
159.96 
160.09 
160.28 
160.63 
161.14 
162.50 
163.00 
163.27 
163.53 
165.07 
165.60 
165.80 
166.27 
166.53 
169.00 
170.40 
170.79 
171.71 
173.24 
174.86 
175.39 
175.82 
176.00 
176.09 
176.28 
176.53 
176.81 
176.97 
177.24 
177.43 
177.58 
178.80 
179.29 
179.98 
180.62 

157.45 0.06 
157.74 0.06 
158.14 0.06 
158.80 0.31 
158.96 0.07 
159.17 0.13 
159.30 0.02 
159.39 0.01 
159.96 0.26 
160.09 0.14 
160.22 0.13 
160.63 0.35 
160.87 0.24 
161.63 0.49 
162.61 0.11 

163.40 0.13 
163.87 0.33 
165.33 0.27 
165.80 0.20 
166.13 0.33 
166.37 0.10 
170.27 3.74 

170.79 0.39 
171.36 0.57 
172.94 1.22 
173.64 0.39 
175.12 0.26 
175.48 0.09 
176.00 0.18 

176.19 0.10 
176.33 0.06 
176.62 0.10 
176.90 0.09 
177.14 0.17 
177.29 0.05 
177.53 0.10 
177.91 0.33 
178.93 0.13 
179.50 0.21 
180.46 0.48 
180.82 0.20 
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Table 3. (continued) 

Geologic Age Polarity Chron 
Magnetostratigraphic sections (if named) Top 

Age (in Ma) 
Bottom Duration 

S. Switzerland series [70] 
Aalenian 

Toarcian 

Pliensbachian 

sauz.-N2 
sauz-N3 
sauz.-N4 
sauz.-NS 
sow.-Nl 
sow.-N2 
sow.-N3 
sow.-N4 
sow.-NS 

con.-N 
murch.-Nl 
murch.-N2 

opal.-N 
men.-Nl 

men.-N2 
erb.-N 
bif.-Nl 
bif.-N2 
fal.-Nl 
fal.-N2 
fal.-N3 

spin.-Nl 
spin.-N2 
spin.-N3 
spin.-N4 

mar-g.-Nl 
marg.-N2 
marg.-N3 
marg.-N4 
marg.-N5 

dav.-N 
ibex-N1 
ibex-N2 
ibex-N3 
ibex-N4 
ibex-N5 
ibex-N6 
ibex-N7 
ibex-N8 
jam.-Nl 
jam.-N2 
No Data 

180.87 
180.99 
181.09 
181.25 
181.38 
181.97 
182.97 
182.25 
182.87 
183.00 
183.44 
184.56 
186.00 
186.24 
186.69 
187.00 
188.37 
189.45 
190.70 
191.19 
191.85 
192.03 
192.15 
193.00 
193.39 
193.51 
193.84 
193.98 
194.74 
195.23 
195.32 
195.48 
195.60 
196.36 
196.82 
196.87 
196.96 
197.31 
197.45 
197.51 
197.55 
197.64 
197.76 
197.91 
198.37 

180.92 0.05 
181.07 0.08 
181.15 0.06 
181.31 0.06 
181.73 0.35 
182.21 0.24 
182.36 0.11 
182.75 0.27 
183.00 0.13 

184.44 1 .oo 
185.00 0.44 
186.16 0.16 
186.56 0.31 
188.10 1.41 

188.74 0.37 
189.76 0.31 
190.99 0.29 
191.77 0.59 
191.96 0.11 
192.11 0.08 
192.22 0.07 

193.45 0.06 
193.79 0.28 
193.88 0.05 
194.50 0.52 
195.21 0.47 
195.30 0.08 
195.40 0.08 
195.51 0.03 
195.65 0.05 
196.60 0.24 
196.87 0.05 
196.94 0.07 
197.17 0.21 
197.33 0.02 
197.47 0.02 
197.54 0.03 
197.59 0.04 
197.72 0.08 
197.82 0.06 
198.37 0.45 
199.50 1.13 
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Table 3. (continued) 

Geologic Age 

Magnetostratigraphic sections 
Polarity Chron 

(if named) Top 

Age (in Ma) 
Bottom Duration 

Sinemurian 
Austrian series 

Hettangian 

Triassic EDOC~ 

Norian 
Newark Basin seriesb 

CarnianC 

Western U.S. series [79] 

Ladinlan 

Anisian 

Spathian 
Canadian Arctic series [851d 

Smithian 

No Data 

199.00 
199.50 
200.00 
200.20 
202.00 
202.40 
202.80 
204.00 
204.40 
206.40 
206.80 

l+ 

j+ 
h+ 
f+ 

d+ 
b+ 

SInN3? 
SmN2 
SmNl 

208.00 
206.37 
210.42 
210.68 
211.50 
212.65 
213.28 
215.89 
219.51 
223.83 
225.00 
225.56 
226.37 
227.36 
227.98 
228.41 
229.06 
230.00 
232.15 
233.46 
234.81 
235.00 
238.45 
240.00 
240.13 
240.35 
240.85 
240.98 
241.26 
241.26 
241.50 
242.08 
242.34 

199.75 0.25 
200.10 0.10 
200.30 0.10 
202.10 0.10 
203.70 0.30 
203.15 0.35 

204.60 0.20 
206.60 0.20 
208.00 1.20 

209.09 2.83 
210.47 0.05 
210.72 0.04 

212.77 0.12 
213.41 0.12 
216.84 0.47 
222.33 1.53 
225.14 0.83 

226.14 0.58 
226.61 0.23 
227.38 0.02 
228.41 0.43 
229.06 0.65 
230.28 1.22 

232.21 0.06 
234.66 1.20 
236.84 2.03 

240.09 1.64 

240.16 0.02 
240.75 0.40 
240.87 0.02 
241 .Ol 0.02 

241.35 0.09 
241.98 0.48 
242.34 0.26 
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Table 3. (continued) 

Geologic Age Polarity Chron 
Magnetostratigraphic sections (if named) Top 

Age (in Ma) 
Bottom Duration 

Dienerian 

Griesbachian 

Tatarian 
Pakistan series [81] 

Uflmian-Kasanian 

Kungurian 

Artinskian 

DN2 242.57 
DNl 243.06 

243.45 
GN2 243.58 
GNl 244.41 

245.00 
246.86 
247.78 
251.94 
253.00 
255.05 
256.88 
258.00 
258.45 
263.00 

242.71 0.14 
243.29 0.24 

243.82 0.24 
244.89 0.48 

247.11 0.26 
251.84 4.05 
252.87 0.93 

255.15 0.10 
258.00 1.12 

260.98 2.53 

a Ages and durations of polarity chrons reflect the observed pattern for each ammonite zone or each stage. The Jurassic 
polarity zones are labled with the associated ammonite zone and have been scaled to give equal duration to the Tethyan 
ammonite subzones within each stage. 
b Lettered polarity chrons in Rhaetian-Norian-Camian from [106], with additional unnamed chrons from other regions [19,59]. 

See text. 
’ DNAG time scale arbitrarily give equal durations to Camian, Ladinian, Anisian, and a combined Early Triassic [7]. 
d Polarity chron n omenclature from Early Triassic stratotype sections in Canadian Arctic indicates geologic stage and polarity. 
Smithian stage arbitrarily defined to extend from base of polarity cbron SmNl to top of cbron SmN3? GriesbachianlDienerian 
boundary in middle of reversed-polarity chron GR2 (polarity chron above GN2). 
e Nomenclature for Permian stages differs among regions. Late Permian polarity zones of Pakistan [86] are resealed to DNAG 
stages [7]. Early Permian-Late Carboniferous comprises the Kiaman Long Reversed-Polarity Chron. 

4.3. Early Triassic 
The Early Triassic has been subdivided into two stages, 

Olenekian and Induan, by the Subcommission on 
Triassic Stratigraphy [104]. There have been several 
magnetostratigraphic studies on Lower Triassic conti- 
nental and marine sediments [e.g., 32, 33, 90, 931, but 
biostratigraphy on most of these sections does not aIlow 
recognition of individual geological stages. The polarity 
pattern from the ammonite-bearing stratotypes of the 
Griesbachian through Smithian substages in the 
Canadian Arctic (Table 3, Figure 3) has also been cor- 
related to sequence stratigraphy [75], but these sections 

probably encompass intervals of non-deposition during 
sea-level variations which distort the magnetic polarity 
time scale. 

4.4. Late Permian 
The late Permian has different stage names in different 

regions due to endemic fauna, which hinders correlation 
of various magnetostratigraphic sections. A section in the 
Salt Ranges of Pakistan has yielded a magnetostra- 
tigraphy considered to span the equivalent of the upper 
Kungurian, Ufimian, Kazanian, and lower Tatarian 
stages [23]. These results were scaled linearly according 
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to the estimated placement of the Kungurian/Ufunian 
boundary within the section (Figure 3). The upper 
Tatarian (approximately equivalent to the Dorashamian 
or Changxingian stage of latest Permian) has been 
sampled in southern China, but did not yield reliable 
results [32,93]. 

5. PALEOZOIC 

5.1. Time Scale 
The various magnetostratigraphic studies of Permian 

through Cambrian strata are compiled using the DNAG 
time scale [78] with the inclusion of additional stage 
names as appropriate (Tables I and 4, Figure 4). For 
example, the Early Cambrian, which is undivided on the 
DNAG time scale, has been subdivided into three equal 
stages (Lenian, Atdabanian, and Tommotian) according 
to the time scale in Harland et al. [30]. The DNAG ages 
estimated for the Ordovician and Cambrian periods and 
internal stages vary by as much as 20 m.y. from later age 
dating [e.g., 14, 1011. 

5.2. Paleomagnetic Studies 
Magnetostratigraphic studies on Paleozoic sections 

have mainly concentrated on compiling polarity patterns 
associated with major geological time boundaries. 

A complete Paleozoic scale, primarily based upon 
Soviet outcrops, has been compiled by Khramov and 
Rodionov [46], but the majority of the component magne- 
tostratigraphic sections with associated biostratigraphy 
have not been published in Western literature. This 
generalized Soviet scale agrees in its broad aspects with 
other magnetostratigraphic studies, but the details are 
commonly in disagreement with high-resolution studies 
and the predominance of reversed polarity suggests 
possible partial remagnetization of Paleozoic strata 
during the Carboniferous-Permian. Therefore this Soviet 
compilation is shown in Figure 4 in shades of gray and 
only for those intervals which lack other published 
magnetostratigraphic correlations. 

5.2.1. Carboniferous-Permian. The Kiaman Long 
Reversed-Polarity Chron dominates the early Permian 
and late Carboniferous (Pennsylvanian). This extended 
interval of reversed polarity may contain brief normal- 
polarity subchrons at the beginning of the Permian and in 
the early Late Carboniferous [46, 631. The predominantly 
reversed-polarity “Donetzk (Rn) hyperzone” of the Soviet 
scale [46] incorporates the majority of the Carboniferous 
and latest Devonian, but this magnetostratigraphy has 
not yet been confirmed. 

A composite polarity scale has been derived from the 

middle Carboniferous (early Pennsylvanian and late 
Mississippian, or the approximately equivalent Namurian 
and early Westphalian-A stages) of Nova Scotia, New 
Brunswick, and Pennsylvania [ 15, 16, 171. 

5.2.2. Devonian. Magnetostratigraphy of Upper 
Devonian strata in western Australia indicates mixed 
polarity across the Frasnian/Famennian boundary 
interval bounded by normal polarity sites [37]. Detailed 
sampling of the uppermost Frasnian indicated five 
reversals within a minimum of 0.25 m.y. [38]. These 
results are consistent with the mixed polarity interval 
reported in the Soviet time scale [46]. 

In the Soviet magnetic polarity time s&e, the Middle 
Devonian through Late Silurian consists of a predomi- 
nantly reversed-polarity “Sayan (Rn) hyperzone” [46]. 
This scale uses different stage names than the DNAG 
time scale and the magnetostratigraphy has not yet been 
verified. 

5.2.3. Silurian. In the Soviet scale, the Late Silurian is 
entirely of reversed polarity, whereas the Llandoverian 
stage is entirely normal polarity (upper portion of the 
“Baikal (Nr) hyperzone”) [46]. The magnetostratigraphy 
sections are not available. 

5.2.4. Ordovician. According to Soviet results, the 
Late Ordovician is predominantly normal polarity, the 
Middle Ordovician has a normal-polarity chron spanning 
the Llanvirnian/Llandeilan boundary, and the Early 
Ordovician is primarily of reversed polarity [46]. The 
“Siberia (Rn) hyperzone” spans the mid-Cambrian to 
upper Early Ordovician. The relative lengths of 
Ordovician stages in the Soviet time scale is considerably 
different than in the DNAG time scale, which assigns all 
stages except the Tremadocian an equal 10 m.y. duration 
(Table 1). 

5.2.5. Cambrian. The Cambrian/Ordovician boundary 
interval has yielded magnetostratigraphy in many 
locations [82; Ripperdan et al., in prep.], but a partially 
correlatable polarity pattern has only been obtained from 
northeastern Australia and northeastern China [83, 84, 
851. The Australian polarity pattern (shown on the chart) 
is correlated to Australian conodont zones of the 
Warendian stage (earliest Ordovician) and of the 
Datsonian and Payntonian stages (Late Cambrian). 
Magnetostratigraphic correlations to northeastern China 
enable an extension downward to the upper “pre- 
Payntonian” stage. The correlation of these Australian 
stages to European-North American stages is uncertain, 
and an arbitrary equivalency of the Datsonian- 
Payntonian stages to the Trempeleauan stage of Late 
Cambrian is used in the diagram. 

In the Soviet scale, the upper half of the Cambrian has 
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TABLE 4. Paleozoic Magnetostratigraphy 

Geologic Age Polarity Chron 

Magnetostratigraphic sections (if named) Top 

Age (in Ma) 
Bottom Duration 

Kunguriana 
Pakistan series [23] 
Artinskian 
Sakmarian 
Asselian 
Soviet series [461b 

Kasimovian-Gzelian 
Moscovian 
“Debaltsevo superzone ‘JC 

Ivanian) 

Bashkirian 

E. Canada/Penn. seriesd N8 
N7 
N6 

“Namurian/Westphalian” 
N5 
N4 
N3 

&ulv Carboniferous (=Mississippia.& 
Serpukhovian 

MMnl 
MMn2 
MMn3 

Visean 
‘Tikhvin superzone” 
Tournaisian 

258.00 
258.45 
263.00 
268.00 
277.00 
285.40 

286.00 
295.00 
297.20 
301.20 
305.00 
305.70 
309.10 
313.01 
313.57 
3 14.66 
315.00 
315.56 
318.06 
318.67 

320.00 
320.00 
320.65 
322.14 
329.00 
333.00 
344.10 
352.00 

Famennian 
Australian series [37] 
Frasnian 
“Tashtyp super-zone” 
Givetian 

Eifelian 

Emsian 

360.00 
Mixed polarity 

367.00 

374.00 
374.90 
375.60 
380.00 
381.00 
387.00 
388.60 

260.98 2.53 

286.00 0.60 

297.80 
301.60 

306.10 
311.80 
313.06 
314.51 
314.91 

317.17 
318.34 
318.86 

0.60 
0.40 

0.40 
2.70 
0.05 
0.94 
0.24 

1.62 
0.28 
0.19 

320.49 0.49 
321.13 0.48 
323.10 0.97 
329.90 0.90 

34s. 70 1.60 

375.20 0.30 
375.80 0.20 

387.00 6.00 

389.00 0.40 
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Table 4. (continued) 

Geologic Age Polarity Chron 
Magnetostratigraphic sections (if named) Top 

Age (in Ma) 
Bottom Duration 

Siegenian 
Gedinnian 
“Yenisei superzone I’ 

Pridolian 
Ludlovian 
Wenlockian 
Llandoverian 
“Nepa superzone’” 

. . ovm 
Ashgillian 

Caradocian 
“‘North-Baikal superzone” 
Llandeilan 

Llanvirnian 
Arenigian 

Tremadocian 
Camb./Ord. boundary seriess H+ 

ElJOClJ 
Trempealeauan 

G4+ 
G2+ 
F3+ 
Fl+ 
D+ 
B3+ 
Bl+ 

Fianconian 
“Irkutsk superzone” 

Dresbachian 
‘Bursk super-zone” 
Middle Cambrian 

“Ulakhan superzone “ 

389.40 
394.00 
401.00 
405.50 

408.00 
414.00 
421.00 
428.00 
428.00 

438.00 
445.80 
448.00 
456.70 
458.00 
463.00 
468.00 
478.00 
481.00 
488.00 
504.10 

505.00 
505.27 
505.99 
506.68 
507.04 
508.24 
509.62 
510.88 
511.00 
512.60 
514.80 
516.10 
517.00 
522.10 
523.00 
523.10 
524.90 
526.10 
527.30 
528.90 

389.80 0.40 

407.00 1.50 

444.90 16.90 

455.10 9.30 

458.00 1.30 

471.00 8.00 

483.00 2.00 

504.76 0.66 

505.39 0.12 
506.11 0.12 
506.77 0.09 
507.22 0.18 
508.66 0.42 
510.34 0.72 
511.00 0.12 

513.40 0.80 
515.10 0.30 
517.00 0.90 

522.40 

523.30 
525.20 
526.40 
527.60 
529.60 

0.30 

0.20 
0.30 
0.30 
0.30 
0.70 



264 MAGNETIC POLARITY TIME SCALE 

Table 4. (continued) 

Geologic Age Polarity Chron 
Magnetostratigraphic sections (if named) Top 

Age (in Ma) 
Bottom Duration 

‘Arga (R) hyperzone” 
Lenaia& 

Atdabanian 
Siberian composite [ 14,47,54] 

Tommotian 

Precambrian: Vedian’ 

530.10 
530.50 
531.00 
536.70 
540.00 
542.00 
550.00 
552.47 
553.36 
554.36 
554.75 
555.48 
556.73 
558.73 
559.14 
560.00 
560.07 
562.16 
563.13 
563.99 
564.52 
565.26 
566.39 
567.02 
567.83 
568.90 
569.77 
570.00 

530.30 0.20 
530.80 0.30 
532.00 1.00 
537.30 0.60 

542.50 0.50 

552.56 0.09 
553.56 0.20 
554.55 0.19 
554.85 0.09 
556.52 1.04 
558.70 1.97 
558.88 0.15 
560.00 0.86 

560.70 0.63 
562.59 0.43 
563.46 0.33 
564.32 0.33 
564.72 0.20 
565.42 0.17 
566.52 0.13 
567.09 0.07 
568.72 0.89 
569.05 0.15 
570.05 0.28 

Ages and durations of polarity chrons reflect the observed pattern; the pattern for each stage (or each ammonite zone) has been 
recomputed to be consistent with the DNAG time scale [7]. 

a End of Kungurian stage may be approximately coeval with top of lowest normal-polarity zone in Salt Range section [23; see 
Table 31 but regional Permian stages are different. Kiaman Long Reversed-Polarity Chron dominates the early Permian 
and Late Carboniferous. 

b Polarity chrons and nomenclature of “superzones” of Soviet Paleozoic magnetic polarity time scale [46] are shown in italics, 
because documentation of and verification tests has not been published. 

’ Upper series of the “Donetzk (Rn) hyperzone”, which extends to the middle Frasnian (late Devonian) in the Soviet scale [64]. 
d Composite scale of DiVenere and Opydke [15,16,17]. Boundary between Namurian and Westphalian stages (regional stages 

of Europe that are not part of DNAG time scale [78]) is approximately 90% above base of polarity zone “R5” below “N5”. 
Polarity zones “MMn2” and “MMn3” of Pennsylvania are equivalent to “N2” and “Nl” of Canada. 

e DNAG time scale [78] assigns equal durations to the Famennian through Wenlockian stages (10 stages in 68 m.y.) and to the 
Llandoverian through Arenigian stages (6 stages in 10 m.y.). 

f Upper series of the “Baikal (Nr) hyperzone” of the Soviet scale [46]. 
g Composite of Australia and China series across Cambrian/Ordovician boundary [82, 83, 851. Reversed-polarity zone “A-” 

extends to 512 Ma or older relative to this tune scale. 
h Early Cambrian stages [30] are assigned equal durations. 

’ Upper Vedian stage consists of reversed-polarity [54]. Nomenclature of uppermost Precambrian epoch and stage has not been 
standardized. 



EARLY (= MISSISSIPPIAN) 

PRECAMBRIAN 

Lena River composite (Sib& 
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mixed polarity (early portion of the “Siberia (Rn) hyper- 
zone”), and the lower half consists of a reversed-polarity 
“Arga (R) hyperzone” with two brief normal-polarity 
chrons [46]. This magnetic polarity scale has not yet been 
verified. 

The Early Cambrian (Tommotian and lower 
Atdabanian stages) and a portion of the Vendian stage of 
uppermost Precambrian of Siberia, Morocco, south 
China, and Mongolia have been correlated with a 
combination of magnetostratigraphy, carbon isotopes, 
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3. 

4. 
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I. Premoli-Silva, and W. M. 
Roggenthen, Upper Cretaceous- 
Paleocene magnetic suatigraphy at 
Gubbio, Italy. V. Type section for 
the Late Cretaceous-Paleocene 
geomagnetic reversal time-scale, 
Geol. Sot. Am. Bull., 88, 383-389, 
1977. 
Baksi, A. K., V. Hsu, M. 0. 
Williams, and E. Farrar, 4oAr/ 
3gAr dating of the Brunhes- 
Matuyama geomagnetic field rever- 
sal, Science, 256.356-357, 1992. 
Berggren, W. A., D. V. Kent, and 
J. A. van Couvering, Tbe Neogene: 
Part 2, Neogene geochronology and 
cbronostratigraphy, in The Chro- 
nology of the Geological Record, 
Geol. Sot. Lmdon Mem., 10, 
edited by N. J. Snelling, pp. 211- 
258, 1985. 
Berggren, W. A., D. V. Kent, and 
J. J. Flynn, The Jurassic to Pale- 
ogene: Part 2, Paleogene geochro- 
nology and chronostratigraphy. in 
The Chronology of the Geological 
Record, Geol, Sot. London Mem., 
10, edited by N. J. Snelling, pp. 
141-195, 1985. 
Berggren, W. A., D. V. Kent, J. D. 
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and trilobite zones [14, 47, 48, 541. The composite 
Siberian sections along the Lena River appear to have the 
most complete polarity pattern. 
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Isotopic Decay Data 

Joel D. Blum 

1. INTRODUCTION 

This chapter is a compilation of physical constants 
that pertain to the application of long-lived radioactive 
isotope systematics in the earth sciences. Literature 
reviews ate included for determinations of radioactive decay 
constants and stable isotope ratios for eleven parent- 
daughter decay pairs including K-Ar, K-Q Rb-Sr, La-Ce, 
La-Ba, Sm-Nd, Lu-Hf. Re-Os, 235U-Pb, 238U-Pb, and 
Th-Pb. Decay constant data for subsets of these eleven 
isotopic systems have previously been reviewed by 
Aldrich and Wetherill[2], Wetherill [84], and Gale [22]. In 
1976 the International Union of Geological Sciences - 
Subcommision on Geochronology (hereafter IUGS-SOG) 
met in Sydney, Australia and agreed to adopt a stand‘ard set 
of decay constants and isotopic abundances for the five 
isotopic systems in common use at that time (K-Ar, Rb- 
Sr, 235U-Pb, 23*U-Pb, and Th-Pb). These 
recommendations were published by Steiger and Jager [76] 
and have been included in the following chapter. Six 
additional isotopic systems have come into more common 
use since that time largely due to advances in the 
analytical techniques used for isotopic analysis. Data for 
these six isotopic systems are reviewed in detail and 
recommendations are made for the adoption of a common 
set of decay constants and isotope ratios for all eleven 
systems. Recent reviews of the applications of long-lived 
radioactive isotope systematics in the earth sciences are 
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provided by Faure [191, Bowen 151 and Geyh and 
Schleicher [24]. 

1.1. Decay Equations 
The rate of decay of a radioactive nuclide is 

proportional to the number of parent atoms (Np) present 
at any given time. Thus we can write the relationship 

dNp/dt=-hNp (1) 

where 3L is a decay constant specific to a given parent- 
daughter pair. For a closed system the expression c&an be 
written with respect to the number of daughter isotopes 
VD) as 

dND/dt=hNp. (2) 

In the case of branching decay, where a parent nuclide (P) 
decays to two daughter nuclides (D’ and D” with decay 
constants h’ and h”) the expression becomes 

dNp/dt=-h’Np-h”Np=-31Np (3) 

where h= h’+h”. 

Integration of equations (1) and (2) from some time 
zero (0) (when the isotopic decay clock is started) to the 
present time (t) yields 

Np(t) = Np(0) e-k (4) 

ad 

ND(t) = ND(O) + Np(0)[le-ht] 

which can be combined to give 

(5) 
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ND(t) = ND(O) + Np(t)[eht-11. (6) 

Similarly, for branched decay we obtain 

ND*(t) = ND’(O) + (h’A)Np(t)[eht-11 (7) 

Equation 6 can be solved for t yielding the so-called “age 
equation” 

t = 1A In [(ND(t) - ND(O)) / Np(t) + l] 03) 

Thus, the age of a geological event can be determined for a 
closed system by measuring ND(t) and Np(t) in a sample 
in the laboratory if the value for ND(O) can be either 
assumed to be zero or determined using an isochron. 
Isochron determination of ND(O) can be accomplished if 
the element corresponding to D also has an isotope I 
(index isotope) that is not affected by radioactive decay 
(i.e., no radioactive precursor). In this case 

N(t) = W(O) (9) 

and by substitution, equation 6 may be written in the 
following form which is known as the “isochron 
equation” 

ND(t) /IWO = ND(O) / Nl(0) + Np(t) / NI(t) [eLt-11. (10) 

If we have two or more mineral or rock “systems” which 
had the same ND(O)Ml(O) we may solve for the age of the 
initial state. 

In addition to isochron ages, model ages are also 
frequently utilized in the earth sciences. A model age is a 
measure of the time at which a closed system last had the 
isotopic composition of a given model reservoir. They are 
calculated by setting the right hand side of equation 10 
equal to an expression describing the change of ND(t)&(t) 
in a model reservoir with time, and solving for t. Thus, 
model ages may be referenced to any reservoir for which 
ND(t)&+(t) can be estimated as a function of time. Model 
ages are frequently referenced to models for the isotopic 
evolution of the earth’s mantle to estimate the time at 
which crustal materials separated from a mantle reservoir. 

1.2. Experimental Methods and Background 
In order to apply radiometric clocks to problems in the 

earth sciences several physical constants must be known 
with a high degree of certainty. The most important 
parameters are the radioactive decay constant and the 
relative abundances of the nonradiogenic parent and 
daughter isotopes. Decay constants are usually reported in 

the literature as half-lives (Tt/2) which are related to the 
decay constants (A) by the following equation 

Tl/2 = In (2) / 1 (11) 

Half-lives can be measured using three general approaches. 
1. Laboratory counting experiments in which y, p or a 

particles emitted during radioactive decay are measured 
directly by scintillation counting, by proportional 
counting, in ionization chambers, or by other similar 
methods. 

2. Measurement of the amount of accumulation of a 
daughter nuclide in the laboratory during a fixed time 
period in samples enriched in the parent nuclide. 

3. Isotopic measurement of parent and daughter isotope 
ratios in geological samples and comparison of the 
isotopic evolution of an isotopic system with an 
unkuown (or poorly known) half-life to another isotopic 
system for which laboratory measurements of the half-life 
are available. 

Direct laboratory determinations are preferred over 
geological comparisons with other isotopic systems 
because they are independent of the ambiguities of 
geological interpretation and the necessary assumptions 
that rocks and/or minerals act as perfectly closed systems. 
High precision laboratory determinations have recently 
become available for all of the isotopic systems of interest 
and, therefore, geological comparisons of half-lives will 
be reviewed only for historical context. 

Precise measurements of the isotopic composition of 
parent elements and the nonradiogenic isotopes of daughter 
elements are critical in the determination of half-lives, the 
determination of geochronologic ages, and the correction 
of mass spectrometer isotope ratio measurements for the 
isotopic fractionation that occurs during analysis. For 
those elements that have more than two naturally 
occurring nonradiogenic stable isotopes, mass 
spectrometry data for each mass can be normalized to a 
known isotope ratio using an isotope fractionation law 
[e.g., 69, 841. The choice of the isotopic ratio used for 
normalization is, therefore, an important factor that must 
be considered for interlabontory comparison of the results 
of isotopic studies. For those elements that do not have 
more than two naturally occurring nonradiogenic stable 
isotopes, standard reference materials of known isotopic 
composition must be analyzed under controlled conditions 
to determine the level of isotope fractionation. Unknown 
samples are then run under identical conditions, and a 
mass fractionation correction is applied to tbe data. Thus, 
the choice of isotope ratios for interlaboratory standards 
for some isotopic systems (in particular U-Pb) are also 



constants that must be agreed upon for interlaboratory 
comparison of the results of isotopic studies. 

2. K-Ar AND K-Ca SYSTEMS 

40K undergoes branching decay by both beta decay (p) 
and electron capture (EC) in the following proportions by 
the four following paths 

(89.5%) 40K+40Ca + p- (1.32 MeV) 
(10.3%) 4oK-+40Ar (EC. 0.05 MeV) + y (1.46 MeV) 
(0.16%) 4oK+40Ar (EC, 1.51 MeV) 
(0.001%) 4oK+40Ar + p+(O.49 MeV) + 2ti1.02 MeV) 

As is the case with most of the isotopic systems discussed 
in this review, the 4oK decay constants have undergone 
numerous revisions as both counting methods and 
measurements of stable isotope ratios have undergone 
refinement. The usual experimental method has been to 
measure the gamma and beta activities of natural K b 
scintillation counting. The 4oK partial half-lives (T1/2 is 
and T1,zEC) are then calculated from the measured 
isotopic composition of natural K. Aldrich and Wetherill 
[2] reviewed the somewhat inconsistent literature on the 
partial half-lives of 4oK and suggested values (Table 1). 
which were widely used in geochronology until about 
1977. Following a more recent compilation of counting 
experiments by Beckinsale and Gale [4] and more precise 
determinations of the isotopic composition of K by 
Garner et al. [23] the IUGS-SOG [76] recommended 
revisions of the values (Table 1). which have been 
universally adopted. 

K has three natural isotopes with masses 39 (93.26%). 
40 (0.01%) and 41 (6.73%). Nier [59] measured a value 
for the abundance of 4oK = 0.0119%. which was used in 
geochronology until it was superseded by the higher 
precision measurement of 40K = 0.01167% by Garner et 
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al. [23]. Ar has three natural isotopes with masses 36 
(0.34%), 38 (0.06%) and 40 (99.60%). The isotopic 
composition of Ar in the atmosphere is an important 
reference value because it is used to correct Ar isotopic 
data for atmospheric Ar contamination and because 
atmospheric Ar is commonly used as a standard to 
determine mass spectrometer fractionation. This ratio was 
determined by Nier [59] to be 4oAr/36Ar = 295.5 and this 
value was adopted by the IUGS-SOG [76]. Ca has six 
natural isotopes with masses 40 (96.94%), 42 (0.65%). 
43 (0.13%),44(2.09%),46 (0.004%) and 48 (0.19%). Ca 
isotope ratios are normalized for mass spectrometer 
fractionation using a ratio of two non-radiogenic isotopes. 
Russell et al. [69] reviewed earlier work on Ca isotopic 
abundances and presented a new determination of 
42Ca/44Ca = 0.31221 using a double-spike technique, 
which was used for normalization in the K-Ca 
geochronologic study of Marshall and DePaolo [47]. In a 
subsequent study, Jungck et al. [30] measured a non- 
fractionation corrected value for the isotopic composition 
of Ca which corresponds to 42Ca/44Ca = 0.30870. The 
choice between these two normalization values for Ca is 
at this time arbitrary, but the discrepancy points out the 
need for the re-determination of the absolute isotopic 
composition of Ca through the use of a precisely 
calibrated gravimetric double-spike. 

3. Rb-Sr SYSTEM 

87Rb decays to 87Sr by emission of beta particles 
with energies ranging from 0.275 to co.015 MeV. 
Determination of the half-life by counting has proven to 
be experimentally difficult because of the large number of 
low energy beta particles in the decay spectrum. Early 
counting experiments yielded highly varying results (see 
compilation by Hamilton 1271). For many years one 
group of geochronologists used a value of Tl/2 derived 

TABLE 1. Summary of determinations of the partial half-lives of 4oK. 

Reference YGK Method T1/2p (lo9 yr) 

Aldrich and Wetherill[2] 1958 Review of counting exps. 1.185 1.469 
Lam et al. [37] 1965 y and B-counting on 

KI, NaI. and CsI 1.209 H.026 1.414 ti.003 
Beckinsale and Gale [4] 1969 Review of counting exps. 1.206 ti.010 1.413 ti.002 
Steiger and Jager [76] 1977 By convention 1.193t 1.397t 

t Recommended value. 
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from the counting experiments by Flynn and Glendenin 
[21], while another group used a significantly higher value 
of T1/2 estimated by Aldrich et al. [l] based on a 
geological comparison of Rb-Sr ages with U-Pb ages 
(Table 2). A more precise counting determination of T1/2 
was made by Neumann and Huster [55] which agreed more 
closely with the value of Aldrich et al. [ 11. Tera et al. [80] 
compared lunar K-Ar ages with Rb-Sr ages and found 
excellent agreement using the 87Rb half-life of Aldrich et 
al. [l]. Davis et al. [13] reported a value nearly identical to 
that of Neumann and Huster [55] based on an entirely 
different experimental method in which accumulation of 
radiogenic *‘Sr was measured in a sample of a pure Rb 
salt. In 1977 the RIGS-SOG [76] recommended adoption 
of the value of Neumann and Huster [55] that has been 
universally adopted (Table 2), although it was 
subsequently suggested by Minster et al. [51] that this 
value may be too low based on a comparison of Rb-Sr and 
U-Th-Pb ages of chondrites (Table 2). 

Rb has two natural isotopes with masses 85 (72.16%) 
and 87 (27.84%). The value of 85Rb/87Rb = 2.59265 
measured by Catanzaro et al. [9] was recommended by the 
RIGS-SOG for use in geochronology. Sr has four natural 
isotopes with masses 84 (0.56%), 86 (9.86%). 87 
(7.00%) and 88 (82.58%). The 86Sr/88Sr ratio of 0.1194 
measured by Nier 1571 is universally used for si isotope 
fractionation corrections and was recommended by IUGS- 
SOG [76] for use in geochronology. The value of Nier 
[57] is very close to the slightly higher precision value of 
86Sr/88Sr = 0.11935 (~0.00005) measured by Moore et 
al. [52]. 

4. La-Ba AND La-Ce SYSTEMS 

13*La undergoes branching decay by both beta decay 

(/3-) and electron capture (EC) in the following 
proportions by the two following paths 

(66%) 138La + 138Ba (EC, 1.436 MeV) 
(3%) 13*La + 13aCe + p- (0.789 MeV) 

Seven counting determinations of the electron capture and 
beta decay half-lives were made between 1951 and 1979 
yielding highly variable results. Sato and Hirose [71] 
determined the decay constants in 1981 with considerably 
higher precision than previous counting experiments 
(Table 3). Tanaka and Masuda 1781 reviewed the highly 
contradictory literature on counting determinations of the 
partial half-lives and suggested the use of weighted average 
values of all previous determinations after applying a 
correction for adsorption of volatiles to all previous 
studies except that of Sato and Hirose [71], who had 
already accounted for this factor,(Table 3). Norman and 
Nelson [61] measured values for the partial half-lives that 
were consistent with those of Sato and Hirose [71] and 
since these two determinations were of higher precision 
than previous counting experiments, they suggested that 
the values determined in the two studies should simply be 
averaged [62] (Table 3). Nakai et al. [53] made a 
geological comparison of the La-Ba and Sm-Nd 
geochronometers and suggested that the value for Tl12~~ 
of Sato and Hirose [71] was accurate. Dickin [ 151 made a 
geological comparison between the La-Ce and Sm-Nd 
geochronometers and suggested that the value for Tl,$ of 
Sato and Hirose 1711 was accurate. However, Tanaka et al. 
[79] argued on geological grounds that one sample should 
be excluded from the data of Dickin [ 151 and recalculated a 
new and significantly lower value of Tl,28 from the 
partial data set of Dickin [ 153 (Table 3). Masuda et al. [48] 
carried out another geological comparison between the La- 

TABLE 2. Summary of determinations of the half-life of *‘Rb. 

Reference YeiN Method TI/Z (lO1oyr) 

Aldrich et al. [I] 1956 Comparison with U-Pb 5.0 ti.2 
Flynn and Glendenin [21] 1959 Liquid scintillation counting 4.70 ti.10 
Neumann and Huster [55] 1974 4x proportional counting 4.88 kO.10 
Davis et al. [13] 1977 Accumulation 4.89 kO.04 
Steiger and Jager [76] 1977 By convention 4.88t 
Minster et al. [51] 1982 Comparison with U-Pb 4.94 ti.03 

t Recommended value. 
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TABLE 3. Summary of determinations of the partial half-lives of 138La. 

Reference YGlf Method Tl~~~(lO~~yr) -h/2p Cl@ yr) 

sat0 and Hiiose [71] 1981 y-counting on Ge(Li) and Ge 1.56 fo.05 3.02 fO.04 
Tanaka and Masuda [781 1982 Review of counting exps. 1.74 ti.13 2.95 f0.15 
Norman and Nelson [61] 1983a y-counting on Ge(Li) 1.58 ti.02 3.19 f0.22 
Norman and Nelson [62] 1983b Average of counting exps. 1.57 f0.05t 3.10 ko.15t 
Tanaka et al. [79] 1988 Comparison with Sm-Nd 2.59 
Masuda et al. [48] 1988 Comparison with Sm-Nd 2.50 
Makishima et al. 1461 1993 Comparison with Sm-Nd and Rb-Sr 2.98 f0.29 

t Recommended value. 

Ce and Sm-Nd geochronometers and recommended the use 
of another value for Tl,$, which is much closer to the 
value of Tanaka et al. [79] than the value of Sato and 
Hirose [71] (Table 3). Finally, Makishima et al. [46] 
carried out a geological comparison between the La-Ce and 
both the Sm-Nd and Rb-Sr systems and estimated a value 
for Tl,# that is entirely consistent with the recent 
counting experiments [61,71] (Table 3). Given the high 
precision and good agreement between the two recent 
determinations by counting experiments, it ‘is 
recommended that the average of the experimentally 
determined values of Sato and Hirose [71] and Norman and 
Nelson [61] be adopted, following the suggestion of 
Norman and Nelson [62]. 

La has two natural isotopes with masses of 138 
(0.09%) and 139 (99.91%). The most precise 
measurement of the 138La/13ta ratio was determined by 
Makishima et al. [45] to be 9.025 x 10,-4. Ce has four 
natural stable isotopes with masses 136 (0.19%) 138 
(0.25%), 140 (88.43%) and 142 (11.13%). Fractionation 
of Ce was corrected to a value of 13GCe/142Ce = 0.01720 
by most workers until Makishima et al. 1451 determined 
the isotopic composition of Ce with higher precision and 
recommended a new normalization value of 136Ce/142Ce 
= 0.01688. Ba has seven natural isotopes with masses of 
130 (0.11%). 132 (0.10%) 134 (2.42%). 135 (6.59%) 
136 (7.85%). 137 (11.23%) and 138 (71.70%). In the 
geochronologic application of the La-Ba system by Nakai 
et al. [53] a normalization value of 136Ba/137Ba = 0.6996 
was used, which is indistinguishable from the 
136Ba/137Ba value determined by Eugster et al. [18]. 

5. Sm-Nd SYSTEM 

1 47Sm decays to 143Nd by emission of an alpha 

particle with an energy of 2.314 MeV. Four high 
precision measurements of the half-life have been made by 
counting experiments and all are in close agreement 
within analytical uncertainty (Table 4). Lugmair and Marti 
[43] reviewed the literature on the half-life of 147Sm and 
suggested that the weighted mean of the four 
determinations be adopted for use in geochronology (Table 
4). 

Sm has seven natural isotopes with masses of 144 
(3.07%), 147 (15.00%), 148 (11.24%), 149 (13.82%), 
150 (7.38%). 152 (26.74%), and 154 (22.75%). The 
choice of normalization isotopes for Sm varies between 
laboratories with the most common values being those 
given by Wasserburg et al. [83] (148Sm/154Sm = 
0.49419) and Lugmair and Marti [43] (147Sm/152Sm = 
0.56081). Nd has seven natural isotopes with masses 142 
(27.13%), 143 (12.18%), 144 (23.80%). 145 (8.30%), 
146 (17.19%). 148 (5.76%), and 150 (5.64%). The choice 
of normalization isotopes for Nd also varies between 
laboratories and must be carefully considered when 
comparing Nd isotope data acquired in different 
laboratories because of the high precision necessary in 
many Nd isotopic studies. The most common 
normalization ratios are those of Lugmair et al. [42] and 
O’Nions et al. [63] (146Nd/144Nd = 0.72190). Lugmair 
and Marti [43] (t48Nd/144Nd = 0.241572). and 
Wasserburg et al. [83] (146Nd/142Nd = 0.636151). The 
first two normalizations are essentially equivalent, but the 
third is not and corresponds to a significantly different 
146Nd/144Nd ratio of 0.724134 [83]. Gale 1221 
recommended the universal adoption of the value of 
Lugmair and Marti [433, but in the ensuing ten years all 
three values have remained in common use. Data reported 
using different normalization ratios can be compared by 
applying a correction that can be adequately calculated 
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TABLE 4. Summary of determinations of the half-life of 147Sm. 

Reference YGU 

Wright et al. [86] 1961 
Dot&offer [ 173 1964 
Valli et al. 1821 1965 
Gupta and MacFarlane[26] 1970 
Lugmair and Marti [43] 1978 

Method 

Liquid scintillation counting 
Liquid scintillation counting 
Liquid scintillation counting 
Ionization chamber 
Review of counting exps. 

T1/2 (10%) 

1.05 fl.02 
1.04 ti.03 
1.08 ti.02 
1.06 ti.02 
1.060 ti.OO8t 

t Recommended value. 

from a simple linear fractionation law [e.g., 69, 831. To 
compare a 143Nd/144Nd ratio corrected to a value of 
146Nd/144Nd = 0.72190 with a 143Nd/144Nd ratio 
corrected to a value of 146Nd/142Nd = 0.636151, the 
latter value must be multiplied by a factor of 1.001550. 

6. Lu-Hf SYSTEM 

176Lu decays to 176Hf by emission of a 0.425 MeV 
beta particle followed by a cascade of gamma rays of 
0.401, 0.307, 0.202, and 0.088 MeV. Dixon et al. [16] 
reported that 176Lu also decays by electron capture to 
176Yb with a branching ratio of 3fl%. This finding has 
not been confiied or disproved by subsequent studies and 
has largely been ignored because of the long half-life of 
176Lu and tbe small portion (<3%) that decays to 176Yb. 
Thus, the branching decay is generally neglected and it is 
assumed that the total half-life of 176Lu is equal to the 

beta decay partial half-life. Determinations of the half-life 
by counting experiments in the 1960’s varied widely 
(Table 5), which led Patchett and Tatsumoto [64] and 
Patchett [65] to make a geological determination of the 
half-life by comparing a Lu-Hf whole-rock isochron for 
eucrite meteorites with a well-known age based on Rb-Sr, 
U-Pb and Sm-Nd isotope determinations (Table 5). An 
experimental study in 1982 by Sguigna et al. [75] utilized 
y-y coincidence counting methods and yielded a half-life 
that is nearly identical to the geologically derived value of 
Patchett [65] (Table 5). Due to the technical superiority of 
the experimental method of Sguigna et al. [75] and the 
close agreement with the value determined by Patchett 
[65], this value is recommended for use in geochronology. 

Lu has two natural isotopes with masses of 175 
(97.41%) and 176 (2.59%). A 17sLu/176Lu ratio of 
37.36 was measured by McCuIloch et al. [49], but this 
ratio was superseded by the higher precision measurement 

TABLE 5. Summary of determinations of the half-life of 176Lu. 

Reference YGU Method 

McNair [50] 1961 
Donhoffer [ 171 1964 
Brinkman et al. [6] 1965 
Sakamoto [70] 1967 
Prodi et al. [68] 1969 
Komura et rd. 1331 1972 
Norman [60] 1980 
Patchett and Tatsumoto [64] 1980 
Sguigna et al. [75] 1982 
Patchett [65] 1983 

y-counting on Nal 
Liquid scintillation counting 
y-counting on NaI, p on NaI, y-coincidence 
y-counting on Nal 
p-y coincidence counting on NaI 
y-counting on NaI and Ge 
y-counting on Ge 
Comparison with Rb-Sr, Sm-Nd, and U-Pb 
y-y coincidence counting on Ge 
Comparison with Rb-Sr. Sm-Nd, and U-Pb 

3.6 ti.1 
2.18 ti.06 
3.58 ti.O8* 
5.0 fl.3 
3.27 kO.05 
3.79 fo.03 
4.08 ti.24 
3.53 H.14 
3.59 +o.o5t 
3.57 ti.14 

* Mean of three determinations. 
7 Recommended value. 



by Patchett and Tatsumoto [64] of 175Lu/176Lu = 
37.701, which has been adopted for use in Lu-Hf 
geochronology. Hf has six natural isotopes with masses 
174 (0.16%), 176 (5.21%), 177 (18.60%), 178 (27.30%), 
179 (13.63%) and 180 (35.10%). Patchett and Tatsumoto 
[64] measured an average 179Hf/177Hf ratio of 0.7325, 
and this value has been adopted for isotope ratio 
normalization in geochronology. 

7. Re-0s SYSTEM 

ls7Re decays to ls70s by emission of beta particles 
with a maximum energy of 0.0026 MeV. As in the case 
of 87Rb decay the determination of .the half-life by 
counting has proven to be experimentally difficult because 
of the large number of low energy beta particles in the 
decay spectrum. The results of counting experiments prior 
to 1963 were reviewed by Wetherill [84] and gave highly 
variable results. Thus, the half-life determined by Hirt et 
al. [28] from comparison with other isotopic systems 
was preferred for use in geochronology for many years 
(Table 6). Later determinations of the half-life by counting 
experiments [66,6,54] also varied considerably (Table 6) 
and did not result in a consensus as to the correct value for 
the half-life. Luck et al. [40] analyzed iron and chondritic 
meteorites and found that they all fell on a Re-0s 
isochron. By assuming a formation age of 4.55 AE based 
on Rb-Sr and U-Pb ages, they estimated a value for the 
ls7Re half-life (Table 6): This value was later revised by 
Luck and Allegre [41] after recalibration of their isotope 
dilution spike (Table 6). Lindner et al. [38, 391 used a 
method similar to that used for 87Rb by Davis et al. [13] 
to directly measure the half-life by measuring the 
accumulation of radiogenic ls70s daughter product from a 
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concentrated perrhenic acid (HRe04) solution. A 
preliminary report of the results of this experiment 
utilized a laser microprobe mass analyzer for OS isotope 
analyses [38] (Table 6). However, the half-life determined 
in this study was subsequently revised after refinement of 
the experimental techniques and utilization of inductively 
coupled plasma mass spectromeuy for OS isotope analyses 
[39] (Table 6). Although this revised value is presently 
the best estimate of the ls7Re half-life, the recent 
development of the negative thermal ionization technique 
for OS isotope measurement should allow future 
determination of the ls7Re half-life with much higher 
precision [ 111. 

Re has two natural isotopes with masses of 185 
(37.40%), and 187 (62.60%). A fs5Re/fs7Re ratio of 
0.5974 was measured by Gramlich et al. [25], and has 
been adopted for Re-0s geochronology. OS has seven 
natural isotopes with masses 184 (0.02%). 186 (1.59%), 
187 (1.61%). 188 (13.30%), 189 (16.10%). 190 (26.40%) 
and 192 (41.00%). Nier [56] measured an average 
1880s/1920s ratio of 0.3244, which has been the basis 
for isotope ratio normalization in geochronology. Luck 
and Allegre [41] measured 1860s/1880s ratio of 0.12035 
using the 1880s/1920s ratio of Nier [56] as an internal 
standard, and this ratio is also used by some laboratories 
for normalization. 

8. Th-Pb AND U-Pb SYSTEMS 

232Th is the only long-lived nuclide of Th and decays 
through a series of intermediate daughter products to stable 
*O*Pb by the emission of six alpha and four beta 
particles. The agreement between previous determinations 
of the half-life are extremely good (Table 7). The most 

TABLE 6. Summary of determinations of the half-life of ls7Re. 

Reference YGU Method T1/2 (lO’“yr) 

Hirt et al. [28] 1963 Comparison to U-Pb, Rb-Sr and K-Ar 4.3 20.5 
Payne and Drever [66] 1965 Proportional counting 4.7 f0.5 
Brodzinski and Conway [71 1965 Proportional counting 6.6 f1.3 
Luck et al. [40] 1980 Comparison to Rb-Sr and U-Pb 4.28 f0.12 
Luck and Allegre [41 I 1983 Comparison to Rb-Sr and U-Pb 4.56 f0.12 
Naldreu WI 1984 Liquid scintillation counting 3.5 f0.4 
Lindner et al. [381 1986 Accumulation 4.35 +0.13 
Lindner et at. 1391 1989 Accumulation 4.23 ti.13t 

t Recommended value. 
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TABLE 7. Summary of determinations of the half-life of 232Th. 

Reference YtZU Method Tl/2 W1Oyr) 

Kovarik and Adams [34] 1955 a-counting 1.39 M.03 
Senftle et al. [74] 1956 y-counting on Nal 1.42 ti.07 
Picciotto and Wilgain [67] 1956 Nuclear emulsion 1.39 Xl.03 
LeRoux and Glendenin [36] 1963 Liquid scintillation counting 1.401 ti.O08? 

t Recommended value. 

recent and highest precision determination by LeRoux and 
Glendenin [36] was adopted by the IUGS-SOG [76] (Table 
7). 

235U decays through a series of intermediate daughter 
products to stable *O’Pb by the emission of seven alpha 
and four beta particles. Measurements of the half-life have 
varied considerably (Table 8) because of difficulties with 
interferences from alpha particles of 234U and 238U. 
Aldrich and Wetherill [2] reviewed the literature and 
recommended use of the value of Fleming et al. [20] 
which was widely used until the 1970’s (Table 8). The 
inconsistency of previous studies prompted Jaffey et al. 
[29] to carry-out higher precision measurements of the 
half-lives of both 235U and 238U (Table 8). These 
authors reviewed the technical problems with previous 
studies and carried out a technically superior measurement 
of the half-life, which was adopted by the IUGS-SOG 
V61. 

238U decays through a series of intermediate daughter 
products to stable *06Pb by the emission of eight alpha 
and six beta particles. Various measurements of the half- 
life prior to the 1970’s were quite consistent (Table 9). 
Aldrich and Wetherill [2] reviewed the literature and 
recommended use of the value of Kovarik and Adams [34] 
which was widely used until the 1970’s (Table 9). The 
consistency of these early determinations suggested that 
the value was known with an uncertainty of less than 1% 
(Table 9). However, the high-precision measurement 
(&0.05%) of the half-life of 238U by Jaffey et al. 1291 
showed that the agreement had been fortuitous, and that 
the correct value was lower by nearly 1%. Jaffey et al. 
[29] reviewed the technical problems with previous studies 
and carried out a technically superior measurement of the 
half-life, which was adopted by the IUGS-SGG [76]. 

U has three natural isotopes (all of which are 
radioactive) with masses 238 (99.27%). 235 (0.72%) and 

TABLE 8. Summary of determinations of the half-life of 235U. 

Reference Y&T Method T1/2 W8yr) 

Nier [58] 1939 
Knight [32] 1950 
Wag [721 1951 
Fleming et al. [20] 1952 
Wthger et al. 1871 1957 
Deruytter et al. [ 141 1965 
White et al. [85] 1965 
Banks and Silver [3] 1966 
Jaffey et al. [29] 1971 

U-Pb geochronology 
Ionization chamber 
Ionization chamber 
Ionization chamber 
Ionization chamber 
Si detector 
a-counting 
U-W geochronology 
Proportional counter 

7.04 ti.15 
7.10 ti.16 
6.94 M.25 
7.12 fl.16 
6.92 fo.ll 
6.97 ti.07 
7.12 fo.09 
7.02 H.O7* 
7.0381 kO.OO48t 

* Corrected using Tl/2 for 238U by Juffey et (II. [29]. 

t Recommended value. 
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TABLE 9. Summary of determinations of the half-life of 238U. 

Reference YElf Method T112 (lOgyr) 

Schiedt [73] 1935 Ionization chamber 4.46 so5 
Curtis et al. [12] 1941 Ionization chamber 4.514 kO.009 
Kienberger [31] 1949 Ionization chamber 4.511 ZkO.005 
Kienberger [3 11 1949 Ionization chamber 4.489 kO.010 
Kovarik and Adams 1341 1955 Ionization chamber 4.508 kO.018 
Leachman and Schmitt [35] 1957 Ionization chamber 4.57 kO.03 
Steyn and Strelow [771 1959 Liquid scintillation counting 4.457 kO.007 
Jaffey et al. 1291 1971 Proportional counter 4.4683 M.oo24t 

t Recommended value. 

234 (0.006%). The 238U/235U ratio was determined with 
high precision by Cowan and Adler [lo] to be 137.88 and 
this value was adopted by the IUGS-SOG [76]. Th occurs 
primarily as one radioactive isotope 232Th, although five 
additional radioactive isotopes of Th exist in nature as 
short-lived intermediate daughters of 235U, 238U, and 
232Th. In addition to the radiogenic isotopes of Pb (206, 
207 and 208). Pb has only one nonradiogenic isotope 
(2W thus Pb isotope measurements cannot be internally 
normalized and mass fractionation must be estimated from 
measurements of standards or by special double-spiking 
techniques using artificially produced *O*Pb and 205Pb. 
The most commonly used Pb isotope standards are NBS 
981, NBS 982 and NBS 983, the isotopic cornpositionS 
of which are given in Table 10. 

9. SUMMARY 

It is important that radiogenic isotope studies carried 
out in various laboratories use a common set of decay 
constants and stable isotope ratios for mass spectrometer 
fractionation corrections. This practice helps to achieve 
consistency in isotope ratio measurement and facilitates 
inter-laboratory comparison of isotope ratios and 
geochronologic ages. Five of the eleven isotope decay 
schemes reviewed here were standardized by IUGS-SOG 
convention in 1977 [76] and there is no new data since 
that time that would require any changes of these values. 
Six additional isotopic systems have been reviewed here 
and standardized values are recommended. 
Recommendations for stable isotope ratios are found in 

TABLE 10. Values for the isotopic composition of Pb standards from the literature. 

Refeaence 204Pb/206Pb 

NBS 981- common Pb isotopic standard 
Catanzaro et al. [8] 0.059042 +37 
Todt et al. [81] 0.05904 1 kO5 

NBS 982 - equal atom Pb isotopic standard 
Catanzaro et al. [8] 0.0272 19 +27 

NBS 983 - radiogenic Pb isotopic standard 
Catanzaro et al. [8] 0.00037 1 +20 

207Pb/206Pb 208Pb/206Pb 

0.91464 +33 2.1681 f8 
0.91470 +_28 2.1672 fl 

0.46707 +20 1.00016 +36 

0.071201 540 0.013619 f24 
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TABLE 11. Summary of the recommended values of the decay const;lIlts for each of the systems reviewed. 

System D-Y tyPe T1/2 (10” yr) 3c (lo-l0 yr1) Reference 

EC 

;’ 

EC 

i- 

fl’ 
6a+4P 
7a+4P 
8a+6p 

0.1193 5.810 Steiger and Jager [76$ 
0.1397 4.962 S teiger and Jtiger [76lt 
4.88 0.142 Neumann and Huster [55lt 
15.7 0.0441 Norman and Nelson 1621 
31.0 0.0224 Norman and Nelson [621 
10.60 0.06539 Lugmair and Marti 1441 
3.59 0.193 Sguigua et al. [751 
4.23 0.164 Lindner et al. [391 
1.401 0.4948 LeRoux and Glendenin [36lf 
0.007038 1 98.485 Jaffey et al. [29$ 
0.44683 1.5513 Jaffey et al. [29$ 

t Standardized by IUGS-SOG convention in 1977 [76]. 

the text at the end of each section. A summary of the 
recommended half-lives ancl corresponcling decay constants 
axe given in Table 11. 
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Natural Radioactivity of the Crust and Mantle 

W. R. Van Schmus 

1. INTRODUCTION 

Radioactive elements found in the crust and mantle 
form the basis for several major applications in 
geophysics and geochemistry. Direct use of natural 
radionuclides and their decay products can be grouped 
into three main categories: (1) geochronology and 
cosmochronology, (2) understanding radiogenic heat 
production and the thermal history of the Earth, and (3) as 
tracers in various geologic processes, including 
differentiation of the Earth. The information summarized 
here focuses primarily on the four major, naturally 
occurring, radioactive nuclides 4oK, 235U, 238U, and 
232Th (Table l), selected intermediate daughter products, 
and their applications in category 2. Geochronologic 
applications are covered in a separate chapter, and both 
geochronologic and geochemical tracer applications are 
well covered by Faure [6]. 

2. ABUNDANCE OF NATURAL RADIONUCLIDES 

Compilations of K, U, and Th abundances in rocks and 
minerals are common, and that of Clark et al. [3] is an 
excellent summary of knowledge to that time. The major 
improvements in our understanding of these abundances 
since 1966 have come about through development of 
better analytical techniques for samples with low 
abundances of these elements, better understanding of the 
processes governing the distribution of these elements in 
terrestrial and extraterrestial materials, and better 
definition of bounding conditions (e.g., mean annual heat 
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flow) that set limits on the abundances of these elements 
in the Earth. Thus, in some respects this summary will 
not differ significantly from earlier compilations, whereas 
in other respects it will present our current best estimates 
of the abundances involved. 

Potassium is an important consitituent of the Earth. As 
one of the alkali metals (Li, Na, K, Rb, and Cs), with an 
ionic radius of ca. 1.6 angstroms, it is one of the so-called 
large ion lithophile (LIL) elements and tends to be 
concentrated in evolved crustal rocks such as granites and 
shales, where it is an essential constituent of several 
common rock-forming minerals (Table 2). Uranium, with 
an ionic radius of ca. 1 .O angstroms, and thorium, with an 
ionic radius of ca. 1.05 angstroms, are also LIL elements, 
but their lower overall abundances (Table 3) mean that 
minerals containing U or Th as essential constituents are 
found only as trace minerals in common rocks or as 
minerals in primary or secondary mineral deposits (Table 
2). 

In the broader context, it is not individual minerals that 
are important, but their host rocks. Table 3 lists K, U, and 
Th abundances for a variety of common crustal rock types 
or rock suites. Rb and Sm are two other radioactive 
nuclides used for geochronology, and representative 
abundances for these two elements are also included in 
Table 3, even though their contributions to general 
radioactivity of the crust are negligible and are not 
discussed further in this chapter. As is the case for 
minerals, the abundances of a given trace element in rocks 
can vary over a several orders of magnitude. The 
abundances given in Table 3 should therefore be 
considered as representative of crustal rocks and rock 
types in general, but caution must be used in attaching too 
much significance to a single example. For example, the 
high Th contents for G-l and GSP-1 represent the higher 
end of the abundance spectrum, and the mode is probably 
about 10 to 20 ppm Th for felsic rocks (Table 3). Results 
for average crustal rock types are probably more 
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TABLE 1. Isotopic Abundances of K, U, and Th 

Potassium Thorium Uranium 
Mass # At. % wt. % Mass # At. % Wt. % Mass # At. % wt. % 

39 93.2581 92.937 1 232 100 100 234 0.0057 0.0056 
40 0.01167 0.01193 235 0.7200 0.7110 
41 6.7302 7.0510 238 99.2743 99.2834 

Isotopic abundances: ref. [ 181 for 39K, 4oK, 41K; ref. [6] for 234U, 235U, and 238U. 

TABLE 2. Some Typical K, U, Th - Bearing Minerals 

Mineral Nominal Composition 
Abundancesa 

K U Th 

Adularia KAISi308 
Allanite (Ca,Ce,Y,Th)2(Al,Fe,Mg)3Si3012(OH) 
Alunite KAk,(SO4)2(OH)6 
Apatite Ca5(P04)3(F,CLOH) 
Apophyllite KCa4(Sig02o)(OH,F).8H20 
Autunite Ca(U02)2(P04)2’10-12H20 
Baddeleyite ZrO2 
Biotite K(MgPe)3(AlSi301o)(oH)2 
Carnallite KMgQ6H20 
Carnotite ESJW2WW2.3H20 
Glauconite K(Fe,Mg,A1)2(Si4010)02 
Hornblende NaCa2(Mg,Fe,Al,>s(Si,Al)s02202 
Jarosite ~e3(S04)2(OH)6 
Lepidolite KLi2Al(Si40to)(OH)2 
Leucite KAISi206 
Microcline KAlSi308 
Monazite (Ce,La,Y,Th,)POq 
Muscovite K(A1)2(AlSi3Olo)(OH)2 
Nepheline (Na,K)AISi04 
Orthoclase KAlSi308 
Phlogopite KW,(AlSi30lo)Wh 
Pitchblende Massive UO2 
Polyhalite K2CazMg(S04)4.2H20 
Sanidine KAISi3Og 
Sphene (Titanite) CaTiSiO5 
Sylvite KC1 
Thorianite Th02 
Thorite ThSiO4 
Torbernite Cu(UO2)2(PO4)2.8-l2 Hz0 
Tyuyamunite Ca(U02)2(V04)2.5-8.5 Hz0 
Uraninite U02 
Xenotime YPO4 
Zircon ZrSiO4 

14.0 

8-9 
14.1 
7.2 

4.6-6.2 
*** 

7.8 
7.1-8.3 

17.9 
14.0 

9.8 
3-10 
14.0 
9.4 

13.0 
14.0 

52.4 

* 
- 
* 

- 

48-50 
** 
- 

53 
- 
- 
- 
- 
- 
- 
** 
- 
- 
- 
- 
88 
- 

* 
- 
- 

*** 

32-36 
45-48 

88 
*** 
** 

a: Percents except as noted: *** = 0.5-3%; ** = O.l-0.5%; * = 0.001-O. 1%. See also [4, Appendix]. 
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TABLE 3. K, U, and Th Abundances in the Earth 

Rock or System 
U Th Rb Sm Ref. 

(wm) (wm) (mm) (ppm) 

USGS G-l granite 4.45 3.4 50 220 
USGS G-2 granite 3.67 3.0 24 168 
USGS RGM-1 rhyolite 3.49 5.8 13 154 
USGS STM-1 nepheline syenite 3.54 9.1 27 113 
USGS GSP- 1 granodiorite 4.50 2.0 104 254 
USGS QLO-I quartz latite 2.90 5.8 13 68 
USGS AGV- 1 andesite 2.35 1.9 6.4 67 
USGS BCR-1 basalt 1.38 1.7 6.0 47 
USGS W-l diabase 0.52 0.6 2.4 21 
USGS BHVO- 1 basalt 0.43 0.5 0.9 9 
USGS PCC-I peridotite 0.001 0.005 0.01 0.063 
USGS DTS-1 dunite 0.001 0.004 0.01 0.053 
USGS MAG- 1 marine mud 2.96 2.8 12.2 186 
USGS SCo-1 shale 2.20 3.1 9.5 122 
USGS SDC-1 mica schist 2.71 3.1 11.4 129 

8 
7 

27 

6 
6.7 
4 

0.008 
0.004 

7 
7 
5,15 
5,15 
7 
5,15 
7 
7 
7 
5,15 
7 
7 
515 
5,15 
5,15 

Avg Low-Ca granite 4.20 4.7 20 170 7.1 21 
Avg. basalt 0.83 0.9 2.7 30 6.9 21 
Avg. ultramafic rocks 0.003 0.001 0.004 0.13 1.1 21 
Avg. shale 2.66 3.7 12 140 7.0 21 
Avg. sandstone 1.07 1.7 5.5 60 1.9 21 
Avg. carbonate 0.27 2.2 1.7 3 0.6 21 

Avg. upper continental crust 
0 ,r 1, 0 

Lower continental crust 
Avg. continental crust 

0 11 ,, 

Oceanic crust (basaltic layer) 

2.7 2.5 10.5 
2.8 2.80 10.7 
0.28 0.28 1.06 
1.27 1.25 4.8 
0.91 0.91 3.5 
0.1250 0.10 0.22 

5.6 19 
4.5 20, Table 2.15 
3.17 20, Table 4.4 
3.7 20, Table 3.3 
3.5 20, Table 3.5 
3.3 20, Table 11.6 

Bulk Silicate Earth (BSE) 
( = primitive mantle) 

0.0240 0.021 
0.023 1 0.021 
0.0258 0.0203 
0.0180 0.018 
0.0266 0.0208 
0.0235 0.0202 

0.084 

110 
112 

5.3 
42 
32 
2.2 

0.635 
0.742 
0.535 
0.55 

0.444 
0.52 
0.387 
0.347 
0.380 
0.416 

14, Table 1 
23, Table 2 
10, Table 1 
20, Table 1 I .3 
9 

Average BSE 

Bulk Earth 

Cl Chondrites (volatile free) 0.0854 

0.0200 
0.0159 

0.020 
0.014 

0.0122 

0.08 13 
0.064 

0.0764 

0.074 
0.052 

0.0425 

0.616 

3.45 

22, Table 7 
BSE x 0.675 

0.23 1 I, recal. in 20 

representative, but even in some of these cases 
uncertainties of a factor of 2 or more are possible for trace 
constituents. 

Even though K, U, and Th are chemically dissimilar 
from each other, their LIL character means that all three 
elements tend to follow one another on average when bulk 
components of the Earth are considered. These 
relationships have been used extensively in estimating the 
bulk composition of the Earth and its major sub-units 

(Table 3). Thus, the K/U ratio for the bulk Earth, 
primitive mantle, and continental crust is estimated at ca. 
1 .O to 1.3 x IO4 [24, 1 11, and the Th/U ratio is about 3.7 to 
4.0. These relationships can, in turn, be used with other 
geochemical or geophysical constraints to put realistic 
limits on the abundances of these elements in the bulk 
Earth. The three main ways of doing so are (a) 
cosmochemical arguments [e.g., 23, 161, (b) assuming that 
most (ca. 75 + 25%) of the Earth’s radiogenic 40Ar is now 
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in the atmosphere and was produced by the decay of 4oK, 
and (c) comparison with mean annual terrestrial heat flow 
[e.g., 91. All of these have significant uncertainties 
associated with them, but they nontheless yield 
comparable and consistent results, giving substantial 
confidence in the values for bulk Earth given in Table 3. 

3. DECAY MODES 

3.1. 4oK Decay. 
4oK undergoes branching decay to 40Ca (via p-) and 

40Ar (via electron capture), both of which are stable; the 
decay scheme for 4o K is shown in Figure 1. The total 
decay constant, h, is 5.543 x lo-lo yr-l [18], with a 10.5 
percent probability of decaying primarily by electron 
capture to 40Ar @EC = 0.581 x lo-lo yr-1) and an 89.5 
percent probability of decaying to 40Ca via p- emission 
(hp = 4.962 x IO-lo yr-1). All of the decay to 40Ca is 
directly to the ground state, but most of the decay to 40Ar 
is to an excited state, followed by subsequent isomeric 
decay to stable 4o Ar with emission of 1.46 MeV y-rays. 
Kelley et al. [ 121 determined the spectrum of p- particles 
emitted in the decay to 40Ca, obtaining a mean energy of 
0.60 MeV (Fig. 2), or about 45% of the total (1.32 MeV); 
the remainder, 0.72 MeV (55%), is carried away by 
neutrinos. This spectrum is significantly different from 
the average for p- decay, in which about 213 of the energy 
is carried away by neutrinos [8]. 

Energy (MeV) 

Fig. 1: Simplified decay scheme for 4oK based on decay 
constants used for geochronology [ 181 and energy (mass) 
differences between 4oK and 40Ca, 4oAr. 

3.2. U and Th Decay Series 
The isotopes 232Th, 235U, and 238U do not decay 

directly to a stable product, but achieve ultimate stability 
through a succession of et and p- decays, including several 
minor closed branches (e.g., branches that converge a step 
later to the same subsequent product). Figure 3 and 
Tables 4-6 summarize the principal steps in the uranium 
and thorium decay series; full details on each series can be 
derived from more detailed references [e.g., 131. The 
exact (geochronologic) decay constants for the parent 
isotopes are: h23g = 1.55125 x IO-lo yr-l; h235 = 9.8485 
x lo-lo yr-l; and 1232 = 4.9475 x 10-l 1 yr ml [18]. 

Within the 238U decay series there are significant 
intermediate decay products that exist naturally in secular 
equilibrium. The more notable are 234U, 230Th, and 
231Pa, which are useful in geochronology [6], 226Ra, 
which has a variety of uses, and 222Rn, which has 
potentially serious environmental consequences [4, ch. 
121. 

I 

- 1.51 MeV 1 

“OAr 
(stable) 

- 1.32 MeV 

40Ca 
(stable) 

3.3. Gamma Radiation 
The major penetrative natural radioactivity is ‘y- Fig. 2: Spectrum of beta-particle energies for the decay of 

radiation that accompanies many a and p- transitions. 4oK to 4oCa [ 121. 
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Fig. 3: Chart showing the principal steps in the decay 
series for 238U, 235U, and 232Th (Tables 4 through 6). 
Minor branching steps have been omitted. 

TABLE 4. Principal Steps in the 238U Decay Series 

Step Parent Half-life Decay Daughter 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

4.47 x 109 y Alpha 
24.1 d Beta 

1.17 m Beta 
2.44 x lo5 y Alpha 
7.7 x 104 y Alpha 
1.60 x lo3 y Alpha 
3.82 d Alpha 
3.05 m Alpha 

26.8 m Beta 
19.8 m Beta 

1.64 x 1O-4 s Alpha 
22.3 y Beta 

5.01 d Beta 
138.4 d Alpha 

234Th 
234Pa 
234~ 

230Th 
226Ra 
222Rn 
2’8Po 
214Pb 
214Bi 

2’4Po 
2’oPb 
2IOBi 

2’OPo 
206Pb 

(stable) 
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TABLE 5. Principal Steps in the 235U Decay Series 

Step Parent Half-life Decay Daughter 

1 235~ 7.04 x lo* y Alpha 231Th 
2 231Th 25.52 h Beta 231Pa 
3 231Pa 3.28 x lo4 y Alpha 227Ac 
4 227Ac 21.77 y Beta 227Th 
5 227Th 18.72 d Alpha 223Ra 
6 223Ra 11.43 d Alpha 219Rn 
7 219Rn 3.96 s Alpha 2’5Po 
8 215Po 1.78 x low3 s Alpha 2’1Pb 
9 211Pb 36.1 m Beta 21 IBi 

10 211Bi 2.14 m Alpha 207Tl 
11 207Tl 4.77 m Beta 207Pb 

(stable) 

Table 6. Principal Steps in the 232Th Decay Series 

Step Parent Half-life Decay Daughter 

1 232Th 1.40 x IO’O y Alpha 228Ra 
2 228Ra 5.75 y Beta 228Ac 
3 228Ac 6.13 h Beta 228Th 
4 228Th 1.913 y Alpha 224Ra 
5 224Ra 3.66 d Alpha 220Rn 
6 220Rn 55.6 s Alpha 2’6Po 
7 2’6Po 0.15 s Alpha 212Pb 
8 2’2Pb 10.64 h Beta 2I2Bi 
9a 212Bi 60.6 m Beta 212Po 

(64%) 
9b 212Bi 60.6 m Alpha 2O8Tl 

(36%) 
10a 2’2Po 2.98 x 10W7 s Alpha 208Pb 

10b 208Tl 3.053 m Beta (%? 
(stable) 

This radiation is widely used in geophysical and 
geochemical prospecting, including well logging. The 
major y-radiations from K, U and Th are summarized in 
Table 7 and Figure 4. No y-rays for 235U are given 
because its low natural abundance (238U/235U = 137.88 
[18]) means that the intensity of its major y-rays would 
still be minor compared to those from 238U, and hence are 
not detectable for all practical purposes. Of the y-rays 
shown in Table 7, the main ones used as diagnostic 
radiations are 1.461 MeV (40K), 1.765 MeV (238U), and 
2.615 MeV (232Th); most of the others are either too low 
in abundance for easy measurement by routine methods or 
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TABLE 7. Gamma Rays from Major Natural Nuclidesa 

Energy 
Parent Nuclides (MeV) Freq.b 

4OK 4OK 1.461 11 

232Th 228Ac 0.210 4 
212Pb 0.239 43 
224Ra 0.241 5 
208Tl 0.277 3 
212Pb 0.300 3 
228Ac 0.339 12 
228Ac 0.463 5 
208Tl 0.511 8 
208Tl 0.583 31 
212Bi 0.727 6 
208Tl 0.860 4 
228Ac 0.911 27 
228Ac 0.964 5 
228Ac 0.969 16 
228Ac 1.588 3 
208Tl 2.615 36 

238~ 0.186 3 
0.242 6 
0.295 19 
0.352 37 
0.609 46 
0.768 5 
0.934 3 
1.120 15 
1.238 6 
1.378 4 
1.408 3 
1.730 3 
1.765 16 
2.204 5 

aCompiled from [ 131; only energies > 0.100 MeV 
tabulated. 

bEvents per 100 decays of primary parent; secular 
equilibrium assumed. 

overlap radiations from another element (e.g., 0.58 and 
0.61 MeV), although in certain applications they can be 
used. Durrance [4, ch. 91 gives a detailed review of 
geochemical applications for y-ray spectra. 

4. RADIOGENIC HEAT PRODUCTION 

In terms of the geophysical behavior of the earth, one 
of the most important applications of radionuclides is in 

40 1 40K 

0.0 1 .o 

232Th 
Lc 
z 
c-i 

_I. 
2.0 3.0 

Energy (MeV) 

Fig. 4: Principal gamma-rays emitted during the decay of 
4oK, 238U, and 232Th (Table 7). Spectra include gamma- 
rays from intermediate daughter products in secular 
equilibrium with parent for 238U and 232Th. 

modeling the thermal state and thermal history of the 
earth and planets. In this context it is necessary to know 
the specific heat production of the major heat-producing 
radionuclides: 4oK, 232Th, 235U, and 238U. 

In the radioactive decay process, a portion of the 
mass of each decaying nuclide is converted to energy. 
Most of this is the kinetic energy of emitted alpha or beta 
particles or of electromagnetic radiation (‘y-rays), which is 
fully absorbed by rocks within the Earth and converted 
quantitatively to heat. For p- decays, however, part of the 
energy is carried by emitted neutrinos. Because neutrinos 
are not easily captured, they pass completely out of the 
earth, and that portion of the decay energy is lost to space. 
In determining the radiogenic heat production of a 
particular radionuclide, it is therefore necessary to correct 
for the loss of neutrino energy by p- emitters. 

All four of the major heat producing isotopes involve 
p- decay. For 4o K there is the p- decay branch to 40Ca. 
Evaluation of the mean p- energy for this decay branch 
was based on the p- spectrum measured by Kelly et al. 



TABLE 8. Specific Heat Production for Major Natural Radionuclides 

Element: Potassium 
Isotope: 4OK 

Thorium 
232Th 

Uranium 
235~ 238u 

Isotopic abundance (weight percent) 
Decay constant, h (year-l) 
Total decay energy (MeVldecay) 
Beta decay energy (MeVldecay) 
Beta energy lost as neutrinos (MeV/decay) 
Total energy retained in Earth (MeV/decay) 
Specific isotopic heat production (Cal/g-year) 

(1 I, 1, !f 
WW/kg) 

Specific elemental heat production (Cal/g-year) 
1, 0 0 ,! 

#W/kg) 

0.0119 
5.54 x 10-10 

I .340 a 
1.181 a 
0.650 c 
0.690 
0.220 

29.17 
2.6 x 1O-5 
3.45 x 10-3 

100.00 0.71 99.28 
4.95 x 10-l’ 9.85 x 10-10 1.551 x 10-10 

42.66 b 46.40 b 51.70b 
3.5 b 3.0 ‘J 6.3 b 
2.3 d 2.0 d 4.2 d 

40.4 44.4 47.5 
0.199 4.29 0.714 

26.38 568.7 94.65 
0.199 0.740 

26.38 98.10 

aAveraged for branching decay: 89.5% p- @ 1.32 MeV + 10.5% E.C. @ 1.5 1 MeV. 
bSummed for entire decay series. 
CBased on mean decay energy for p- of 0.60 MeV; 55% of total p- energy lost as neutrinos [ 121. 
dAssumed average neutrino loss = 2/3 of total B- energy [8, p. 521. 

TABLE 9. Present Radiogenic Heat Production in Selected Rock Units 

Annual heat productiona 

Rock unitb Due to K Due to Th Due to U Total 

GSP- 1 “granodiorite” 1.17 20.70 1.48 23.35c 
G- 1 “granite” 1.16 9.95 2.52 13.63 
Av upper continental crust 0.7 2.09 1.85 4.64 
AGV- 1 “andesite” 0.61 1.27 1.41 3.29 
Av continental crust 0.33 0.50 0.74 1.56 
BHVO- 1 “oceanic basalt” 0.11 0.18 0.37 0.66 
PCC- 1 “peridotite” 0.0003 0.0020 0.0037 0.0060 
Bulk Earth 0.0052 0.0147 0.0148 0.0347 

aIn peal/g-year; multiply x 0.004184 for J/kg-year. 
bElemental abundances from Table 7. 
CNot a typical granodiorite, but it illustrates natural range due to granitic rocks high in Th or U. 

[ 121. The p- emitters in the 232Th, 235U, and 238U decay 
series (Tables 4 to 6) constitute only a small fraction of 
their total decay energy, so individual determinations of 
p- spectra were not used to determine neutrino energy 
loss. Instead, the general relationship that, on average, 
neutrinos represent 213 of the decay energy for B- decay 
[8 p. 521 was used. Table 8 [after 221 summarizes the 
information needed to determine specific heat production 
and the resulting values; this compilation was based on 
the data of Lederer and Shirley [ 131 for individual 
nuclides except that the ratio of electron capture to beta 
decay for 4oK is based on the recommended 

geochronological decay constants for that isotope [18]. 
Total decay energies were based on the mass differences 
between the starting radionuclides and their stable end 
products (A E = Amc*). Perhaps one of the most 
interesting results of this determination of specific heat 
production is that the refined values listed in Table 8 do 
not differ significantly from those reported nearly 40 
years ago [2; see also 17, ch. 71 and Stein [this volume]. 
The results are given in both the traditional c.g.s. units 
@Cal/g-yr) as well as in SI units @W/kg). 

Table 9 represents some typical ranges of specific 
heat production for various rock types, ranging from U, 
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TABLE 10. Past Heat Production in the Bulk Eartha 

Timeb 

Pa) 

Due to K Due to Th Due to U Total 

Abs.C Rel.d Abs. Rel. Abs. Rel. Abs. Rel. 

0.0 5.2 0.15 14.7 0.42 14.8 0.43 34.7 1.00 
0.5 6.9 0.20 15.1 0.44 16.3 0.47 38.3 1.10 
1.0 9.1 0.26 15.5 0.45 18.2 0.52 42.8 1.23 
1.5 12.0 0.35 15.9 0.46 20.6 0.59 48.5 1.40 
2.0 15.9 0.46 16.3 0.47 23.7 0.68 55.9 1.61 
2.5 20.9 0.60 16.7 0.48 28.0 0.81 65.6 1.89 
3.0 27.6 0.80 17.1 0.49 34.3 0.99 79.0 2.28 
3.5 36.4 1.05 17.5 0.50 43.5 1.25 97.4 2.81 
4.0 48. I 1.39 17.9 0.52 57.7 1.66 123.7 3.56 
4.5 63.4 1.83 18.4 0.53 79.7 2.30 161.5 4.65 

aAssumed present abundances: K = 200 ppm, Th = 74 ppb, U = 20 ppb (K: U : Th = 10,000 : 1 : 3.7). 
bBillions of years ago. 
CAbs. = absolute in 10m9 Cal/g-year; multiply x 0.004184 for J/kg-year. 

dRel. = relative to present total. 

Th-rich granite (atypical) through intermediate to mafic 75 I I I I I I I I I 

and ultramafic rock types. One should keep in mind, with II 

regard to Tables 3 and 9, that attempts to model the 
E 
P 4- 

thermal history of terrestrial components are only 2 
approximations; the abundances of K, U, and Th for any 5 
specific case (e.g., “continental crust”) are not known well = 3- B 
enough to permit precise interpretations. 

Table 10 and Figure 5 summarize past heat 2 2- 
production in the whole earth for one assumed buIk a 

v 
composition [22]. For the model used, the Th/U ratio is 
probably accurate to better than IO%, but the K/U ratio 

21 
9 

may be somewhat low (cf. Table 3), and the absolute 
.- 
i;r 

concentrations for some elements could also be uncertain 30 
= 0 1 2 3 4 5 

to a factor of 50% or more. Thus, the data in Table 10 
and Figure 5 should only be considered as representative 

Time (Billion Years Ago) 

of possible past histories and not accepted as the best 
model. However, they do give a good indication of the Fig. 5. Relative heat production within the Earth during 
relative contributions of K, U, Th to heat production in the the past. Projected back in time using data from Tables 9 
earth now and in the past. and 10. 
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Stable Isotope Distribution: Variations from Temperature, 
Organic and Water-Rock Interactions 

Robert E. Criss 

1. INTRODUCTION 

Several million measurements of the stable isotope 
ratios of oxygen, hydrogen, and carbon in natural 
substances have been made. The intent of this section is 
to encapsulate as much information as possible about the 
nature and distribution of these isotopes, and to direct the 
reader to the most useful sources of additional 
information. 

2. BASIC PRINCIPLES 

2.1. Elementary Definitions 
Every element consists of an assemblage of different 

types of atoms, termed nuclides, each constituted of 
protons, neutrons and electrons. Even though the atomic 
number Z, representing the nuclear charge and the number 
of protons, is the same for all nuclides of a given element, 
the number (N) of neutrons may vary. Thus the mass 
number A, an integer represented by the sum of Z + N, 
will also vary among the nuclides comprising that 
element. Nuclides of an element that have different values 
of A are termed isotopes, and are represented by the 
appropriate chemical symbol preceded by a superscript 
indicating the mass number. For example, a rare stable 
isotope of oxygen, called oxygen-18, has 8 protons and 10 
neutrons, and is denoted by the symbol 180. 

R. E. Criss, Washington University, St. Louis, Department of 
Earth and Planetary Sciences, Box 1169, One Brookings Drive, 
St. Louis, MO 631304399 

Global Earth Physics 
A Handbook of Physical Constants 
AGU Reference Shelf 1 

Properties of the approximately 2500 known nuclides, 
most of which are artificial radionuclides with short half 
lives, have been tabulated (e.g., Walker et al., 1989). 
Only about 270 nuclides are stable, and these are classified 
as being either radiogenic or nonradiogenic, depending on 
whether they are, or are not, the daughter products of 
radioactive atoms that underwent nuclear decay, 
respectively. Nonradiogenic stable nuclides, a group 
including all atoms discussed below, have been present 
since nucleosynthesis. 

2.2. Natural Abundance 
The masses and natural abundances of stable isotopes 

am generally determined by sensitive mass spectrometers. 
Table 1 reports the atomic weights for H, C and 0 
isotopes in atomic mass units (amu, where 1 amu is 
defined as l/12 the mass of an atom of 12C), and their 
abundances in atom %. 

The atomic weight of the element (bold #‘s in Table l), 
which is the quantity one finds in an ordinary Periodic 
Table, is not a fundamental physical quantity but rather 
the sum of the masses of the constituent isotopes 
weighted by their abundances. In contrast, the atomic 
weights of the individual nuclides are intrinsic. Isotopes 
with an odd mass number tend to have lower abundances 
than those with an even mass number, although lH is an 
exception. 

If the abundances of the stable isotopes were truly 
invariant, their measurement would have very limited 
application. In fact, the abundances given above are 
averages, and in detail the values vary from sample to 
sample. This implies, of course, that the atomic weight 
of these elements will also vary slightly from sample to 
sample. 

Copyright 1995 by the American Geophysical Union. 292 



CRISS 293 

TABLE 1. Atomic Weights and Abundances of the Stable H. C and 0 Isotopes (ref. 79) 

ELEMENT 

HYDROGEN (Z=l) 

ISOTOPE ATOMIC WEIGHT (amu) ABUNDANCE (atom %) 

1.0079 
lH (Frotium) 1.007825 99.985 
2H (D, for Deuterium) 2.014102 0.015 

CARBON (Z=6) 12.011 
12C 12.00000 98.90 
13C 13.00335 1.10 

OXYGEN (Z=8) 15.9994 
160 15.994915 99.76 
170 16.999131 0.04 
180 17.999160 0.20 

2.3. Notation and Standards 
Natural variations in the abundance of the stable 

nonradiogenic isotopes are normally rather small, and 
sensitive electronic devices, called isotope ratio mass 
spectrometers, have been devised to make precise 
determinations. For routine measurements of H, C, and 0 
isotopes, such instruments singly ionize, accelerate and 
collimate a beam of either CO2 or H2 gas, which is then 
passed through a magnetic field to resolve the beam into 
distinct molecular beams that contain the different 
isotopes. The intensities of the resolved beams are then 
electronically counted and compared. A switching 
mechanism is employed that allows rapid comparison of 
the intensities of the sample beams with those of a known 
gas standard. This method permits the isotopic 
constitution of the unknown to be determined by the 
difference in intensities from those of the standard, and 
circumvents the necessity of making measurements of 
absolute intensities for each sample, which are more 
difficult. 

Given the above, it is natural to represent the difference 
in isotopic composition of the sample (x) and standard 
(std) by dimensionless S-values (termed “delta-values”), 
defined by the formula: 

6 E 1000 Rx - Rstd 
Rstd 

where the R’s refer to the isotope ratios, either D/H, 
13C/12C, or 18 16 O/ 0, as appropriate. Depending on the 
element of interest, this formula defines the 6D (or 62H), 
6l3C, or 6l80 values. The factor of 1000 converts the 6- 
values to per mil (%o). However, some workers use a 
factor of 100 when reporting hydrogen isotope data, in 
which case the 6D values are given in percent (%). Thus 
equation 1 specifically becomes one of the following: 

al80 G 1000 m 

8D =lOOO -1 (2b) 
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The isotopic standards used in equation 2 are those most 
widely used, and have been chosen for convenience. The 
most useful standard for oxygen and hydrogen is Standard 
Mean Ocean Water (SMOW), defined by Craig (1961a). 
That for carbon is a Cretaceous belemnite from the Peedee 
Formation of North Carolina (PDB; Craig, 1957; 
Friedman and ONeil, 1977). 

It is commonly necessary to convert the S-value of a 
sample (“X”) measured relative to one isotopic standard 
(“S 1”) to that which would be measured relative to another 
(“S2”). This conversion is approximately made by adding 
the per mil difference, 8~2s 1 between the two standards, 
but is exactly accomplished with the standard conversion 
identity (Craig, 1957): 

“82X = ss,x + Ss2S1 + &(SSlX) (Ss281) C3) 

For example, the Peedee belemnite is commonly used 
as an alternative l8O/l60 standard for carbonates. This 
oxygen standard is also called PDB, but will not be 
utilized in this paper. Thus, a 6180 measurement of 
calcite reported on the PDB scale may be readily converted 
to the SMOW scale, or vice versa, with the relationship 
(Friedman and O’Neil, 1977): 

+ 30.86 (4) 

2.4. Conservation of Mass 
Conservation of mass in an n-component isotopic 

system may be readily taken into account with the 
relation: 

6 system where i Xi’ 1 
i=l 

(5) 

Here the Xi and Si respectively represent the mole 
fractions and S-values for the element of interest in each 
constituent phase. This simple approximation, which for 
the H, C and 0 isotopes is very accurate, has numerous 
applications (Gregory et al., 1989). For example, if two 
or more different samples are mixed in a bulk ratio defined 
by the Xi, then Ssystem simply becomes the S-value of 
the resultant mixture. In other cases, such as for a 
redistribution of isotopes among the different phases that 
constitute a closed isotopic system, the value of Ssystem 
will be invariant even though the individual Si values may 
all vary. 

2.5. Isotopic Fractionation 
2.5.1. Fractionation factors. A number of 

processes can cause the isotopes of a given element to 
vary in relative abundance, or fractionate, among different 
chemical phases or even among the separated parts of an 
original homogeneous phase. The magnitudes of these 
variations are observed to be largest for the light elements, 
for which the relative difference in atomic mass between 
the common (m) and rare (m*) isotopes, (m*-m)/(mm*), 
are largest (Bigeleisen, 1965). Isotopic fractionation 
effects also tend to be largest for elements that form 
covalent bonds, with the heavy isotope preferentially 
concentrating in the compound that bonds the element 
most strongly (Bigeleisen, 1965; O’Neil, 1986). 

The quantitative description of this isotopic partitioning 
between two phases, A and B, is generally made in terms 
of the isotopic fractionation factor, a, defined as: 

c~A-B E RA/RB 

These factors can refer to partitioning produced by 
equilibrium or kinetic processes, or to some combination. 
This fundamental definition may be recast in terms of the 
S-values of phase A and phase B provided that these are 
reported relative to the same isotopic standard 

1000 + 6, 

aA-B = IOOO+ 6, (7) 

This important and exact relation allows one to calculate 
the apparent (i.e., measured) fractionation factor from the 
S-values of two associated phases, or to predict the S-value 
of one phase from that of another if equilibrium has been 
attained and if the appropriate fractionation factor is 
known. 

Values of a tend to be close to unity for processes that 
fractionate the carbon and oxygen isotopes, with most 
values being in the range of 1 .OOl to 1.040. Values for 
hydrogen may also be similar to unity but in some cases 
are considerably larger, owing to the great relative mass 
difference between protium and deuterium. For the usual 
circumstance where CI - 1, equation 7 becomes: 

AAsB E sA - 6, E 1000 (aATB -1) = 1000 In aAsB (8) 

The quantity SA - SB is defined as AA-B (“big delta”) and 
provides a convenient but rough estimate of the 
“fractionation” between the two phases. Thus, if SA were 
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+15.0 and 6B were -5.0 per mil relative to some standard, 
a geochemist would state that “there is a 20 per mil 
fractionation between phases A and B” (eq. S), but the 
actual value of CXA-B would be close to 1.0201 (eq. 7). 
An alternate definition of AA-B is lOOOlnaA-B, which is 
also approximately equal to 6A- 6B if aA-B is close to 
unity. 

2.5.2. Equilibrium fractionation. If two 
substances containing a light element comprising different 
stable isotopes are in isotopic equilibrium, they normally 
will not have identical isotope ratios. These fractionation 
effects are in most cases too small to be accurately 
calculated from ordinary thermodynamic data. However, 
Urey (1947) was able to use statistical thermodynamics 
and the known vibrational frequencies of ordinary and 
isotopically-substituted molecules to accurately predict the 
isotopic fractionation factor, ae% for many pairs of 
different gases in equilibrium. This work established that 
aeq varies with absolute temperature (T). This discovery 
allowed Urey to suggest the paleotemperature method, 
which has now become a standard tool for research on past 
climates and on the formation of rocks and ore deposits. 

In the most straightforward cases, Urey’s theory 

indicates that lnaeq is a linear function of l/T at low 
temperatures and of l/T2 at high temperatures, ultimately 
approaching zero fractionation (A = 0; i.e., a=l) at 
infinite temperature (Urey, 1947; see Criss, 1991). In 
many real cases, however, the variations of aeq with 
temperature are more complicated (Stem et al., 1968). No 
dependence of aeq with pressure has been found, probably 
because the nucleus constitutes only about one-trillionth 
of the atomic volume, so that addition of neutrons will 
negligibly affect the atomic volume and the electron shell 
configuration. 

Some fractionation factors of geologic interest are given 
in Table 2 and shown in Figure 1. The coefficients refer 
to experimentally-determined equations of the form, where 
T is in Kelvins: 

1OOOln aeq=C1 +C2/T+C3/r2 (9) 

Such empirical equations generally apply only over 
restricted ranges in temperature. Typically, Cl and C2 are 
zero for most solid-solid reactions, probably because the 
vibrational frequencies of solids are low so-that the high 

TABLE 2: Some Isotopic Fractionation Factors of Geologic Interest (see eq. 9) 

Type Phase A Phase B Cl c2x 103 c3 x 106 T”C range Ref. 

D/H Water Water Vapor 52.612 -76.248 24.844 -20” to +50” 50 

13c/l*c HC03- CO*(g) -24.10 9.552 0 5’ to 125’ 51,31 

1*opo Water Water Vapor -2.0667 -0.4156 1.137 0” to loo0 50 

1*o/160 co2w Water -15.19 16.60 0 o”toloo” 31 

180/160 Calcite Water -2.89 0 2.78 0” to 500” 56,31 

180/160 Quartz Water -2.90 0 3.38 200” to 500” 12,31 

180/‘60 Albite Water -3.41 0 2.91 350” to 800” 55 

180/160 Quartz Magnetite 0 0 6.29 600” to 1300” 7 

180/160 Quartz Albite 0 0 0.94 600” to 1300” 7 

* *opo Anorthite Diopside 0 0 0.76 600” to 1300° 7 

1*opo Diopside Forsterite 0 0 0.92 600” to 1300” 7 
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Fig. 1. Graph of oxygen isotopic fractionation factors 
between liquid water and either water vapor, carbon dioxide 
gas, or calcite as a function of inverse temperature, from 
Table 2. If all phases were in equilibrium at 25°C (i.e., at 
1000/r = 3.354) with seawater having Z1*O = 0, then the 
respective 8180 values calculated from equation 7 would 
be -9.3 for the water vapor, +41.3 for the CO2 gas, and 
+28.8 for the calcite. The latter values are rather close to 
those observed in water vapor and CO2 in the marine 
atmosphere, and in recent shell materials; however, kinetic 
fractionation effects may also be involved in actual cases. 

temperature condition, where ha = C3/r2, is effectively 
attained (see Bottinga and Javoy, 1973). Many additional 
fractionation factors are compiled by Friedman and O’Neil 
(1977) and Richet et al. (1977); O’Neil (1986) tabulates 
data sources. 

If two independent fractionation equations contain one 
phase in common, it is commonly useful to combine 
these equations into a new equation that directly relates the 
other two phases. This is possible because, according to 
eq. 6, Q-B divided by (XC-B gives CCA-C. For equations 
of the form of eq. 9, this computation is effected by 
simply subtracting the analogous numerical coefficients. 
However, fractionation equations thus derived will have 
greater uncertainty than the original determinations: 
moreover, their range of validity may be very restricted, 
making extrapolations dangerous. For example, 
combination of the quartz-water and albite-water 
fractionations in Table 2 gives a geologically 
unreasonable quartz-albite fractionation equation that 
disagrees with the new determination by Chiba et al. 
(1989). 

2.53. Kinetic fractionation and exchange 
effects. A number of unidirectional processes can 

fractionate isotopes because the transport and/or reaction 
rates are not equal for molecules containing the different 
isotopes of an element. A simple case is the different 
diffusion rates for the various isotopic species of a gas. 
According to the kinetic theory of gases, all gas molecules 
at a given temperature have the same average kinetic 
energy. A direct consequence is “Graham’s law of 
diffusion”, which states that the translational velocity 
ratio v*/v of two gaseous molecules with masses of m* 
and m is: 

* 
V 

d 

m -= 
V * 

m 
(10) 

This relation is applicable to a gas that diffuses through a 
porous plug or an opening that is smaller than the mean 
free path. Owing to their faster translational velocities the 
molecules with the lowest mass will preferentially escape, 
and the original mixture will separate into a light fraction 
and a residue that is enriched in the heavy isotope. 

Kinetic isotope effects can also arise from differences in 
reaction rates, as could occur if the chemical bonds 
containing the light isotope were easier to break, perhaps 
because of a higher vibrational frequency. Evaporation of 
water involves a combination of surface effects and 
diffusion that together produce a significant kinetic 
isotope effect (e.g., Craig and Gordon, 1965). 

One common type of kinetic effect arises during 
isotopic exchange between substances out of equilibrium. 
In such a case and regardless of the reaction order or the 
exchange mechanism, as time (t) increases the Gvalue of a 
substance will vary from the initial value 6i to the 
equilibrium value &q, according to the exponential 
relation, where k is a constant (Criss et. al., 1987): 

- _ eekt 6-6eq _ 
6i-6eq (11) 

3. NATURAL ISOTOPIC VARIATIONS OF 
OXYGEN AND HYDROGEN 

3.1. Natural Waters 
Hydrogen and oxygen isotope ratios are conservative, 

uniquely intrinsic tracers for elucidation of the origin and 
transport of H20 in the hydrologic cycle. In addition, the 
physical processes that govern H20 transport are 
amenable to theoretical modelling using isotope data. The 
characteristics of the principal reservoirs of natural waters 
are as follows: 

3.1.1. Ocean water. The oceans have a mean depth 
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of 3.8 km, a volume of 1.37x10 9 3 km , and constitute 
97.25% of the hydrosphere. This large reservoir is 
strikingly uniform, with almost all samples having S180 
= 0 St 1 and 6D = 0 f 5 per mil relative to SMOW (Craig 
and Gordon, 1965). Most variations occur in surface 
waters, are coupled with variations in salinity, and are 
attributable to evaporation, formation of sea ice, or 
addition of meteoric precipitation. 

Although some workers have argued that a large secular 
change in the S180 values of ocean water has occurred 
over geologic time, it is likely a value near zero is 
buffered by fluid-rock interactions at spreading centers 
(Muehlenbachs and Clayton, 1976, Gregory and Taylor, 
1981). In contrast, preferential loss of protium from the 
upper atmosphere to space may have resulted in a 
significant change in the 6D value of the Earth over 
geologic time. Fluctuations of approximately + 1 and 
f 8 per mil for the 6l80 and 6D values of ocean water, 
respectively, occurred during the Quatemary because of the 
cycles of growth and melting of icecaps. 

3.1.2. Meteoric Waters. The physical processes 
responsible for the transport and precipitation of 
atmospheric water impart a very characteristic signature to 
meteoric precipitation, so that modem meteoric waters 
conform closely to the “Meteoric Water Line”, or MWL, 
of Craig (196lb); Fig. 2: 

6D=86180+ 10 (12) 

Note that SMOW does not lie on the MWL; the 6D 
difference of +10 is defined as the “deuterium excess”, and 
to first order is a kinetic effect produced during evaporation 
of seawater (Craig and Gordon, 1965). In detail, the 
precise value of the deuterium excess varies 
geographically, and different equations have been proposed 
for different regions (e.g., Sheppard et al., 1986). 

The SD and 6180 values of meteoric waters are strongly 
correlated with temperature, and vary with latitude, 
altitude, proximity to the ocean, and other effects 
(Dansgaard, 1964). In general, precipitation processes 
progressively and preferentially deplete an atmospheric 
mass of its D and 180, so that the SD and g180 values of 
rain in the tropics is similar to ocean water, whereas very 
low 6D (to - -500) and al80 (to - -60) values occur in 
winter ice at the South Pole. The variations can to first- 
order be simulated with the Rayleigh fractionation 
equation that describes the progressive condensation of a 
cloud during cooling: 

lOOO+S = p-1 
lOOO+ Si 

(13) 

-20 -15 -io 0 Ib 

PO 
Fig. 2. Graph of 6D vs g180 values of some natural 
waters, relative to SMOW. Meteoric waters generally lie 
along or near the meteoric water line of slope 8 (Craig, 
196lb), and become more depleted in D and 180 as one 
progresses from the tropics to temperate zones to higher 
latitude regions. A similar diagram was used by Craig 
(1963) to show that geothermal fluids from numerous 
arcas in the world are predominantly derived from ordinary 
meteoric waters. As an example, chloride type (circles) 
and acid-sulfate (open triangles) geothermal fluids from 
Lassen Volcanic National Park are distinct from magmatic 
waters, defining trends that clearly originate on the MWL 
at a point identical to the local meteoric waters (solid 
diamonds) in that vicinity (see Janik et al., 1983). 
However the chloride waters exhibit a significant, zero 
slope ” 18 O-shift” due to water-rock interactions, whereas 
the acid sulfate trend (slope - 3) is characteristic of 
evaporation at near-boiling temperatures. 

where 6i and 6 are the b-values of the water at the 
beginning and at any time of the condensation process; a 
refers to the liquid-vapor (or ice-vapor) fractionation factor 
which is for simplicity here assumed to be constant; and f 
refers to the fraction of vapor that remains. Although no 
simple model can explain all the complexities of global 
precipitation, the Rayleigh equation approximately 
accounts for the slope of the MWL, for the variation of 
6180 and 6D values with temperature, and for the 
existence of small amounts of precipitation in cold 
regions that is highly depleted in 180 and D relative to 
temperate and tropical meteoric waters. 

3.1.3. Glaciers and icecaps. Ice comprises more 
than 2% of the hydrosphere and provides a direct and 
sequential record of “fossil” meteoric precipitation. Ice 
cores from the several-km-thick Greenland and Antarctic 
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ice sheets contain “fossil” precipitation over the last 
-170,000 years that conforms to a “sawtooth-shaped” 
climatic cycle (Fig. 3). Specifically, ice representing the 
last glacial maximum (lO,OOO-20,000 years ago) is more 
strongly depleted in D and l*O than modem precipitation 
at these localities, and conforms to a MWL with a lower 
deuterium excess than today (Johnson et al., 1972; Lorius 
et al., 1985; Bamola et al., 1987). This “sawtooth” cycle 
corresponds to the last of many rather similar, 100 ka 
Quaternary cycles known from the 6 180 record of 
carbonate from deep sea cores, and thought to represent a 
combination of climatic change and changes in the 6180 
value of seawater caused by the growth or retreat of 
icecaps (Fig. 3; e.g., Shackleton and Pisias, 1985). 

3.1.4. Formation waters. Formation waters are 
low- to moderate-temperature aqueous fluids of various 
origins that occur in sediments. Most shallow, dilute 
groundwaters lie along the MWL at values similar to 
those of the modem local precipitation from which they 
originated. However, some groundwaters such as those in 
artesian basins have lower 6D and 8 1 8O values and clearly 
migrated tens or hundreds of kilometers from higher- 
elevation points of recharge, whereas other groundwaters 
represent recharge of ancient pluvial periods. Other 
formation waters have a complex origin. 

Formation waters commonly contain small to 
substantial concentrations of dissolved constituents that 
commonly originate from fluid-rock interactions but in 
some cases clearly have a connate (seawater) origin. 
These water-rock interactions are temperature dependent 
and also affect the 6D and al80 values. If fluids at low 
temperature are in contact with reactive materials, for 
example in shallow marine sediments (Lawrence and 
Geiskes, 1981), the al80 values may decrease by several 
per mil and the fluid may plot to the feft of the MWL. In 
contrast, in hotter, deeper zones, formation waters range 
into hot (>15O”C) concentrated (>lO wt %) brines. On a 
graph of 6D vs. 6 180, oil-field waters plot along 
positive-sloped trends that originate on the MWL, at a 
point appropriate for local precipitation, with the hottest, 
most saline samples having anomalously high al80 
values (Clayton et al., 1966). These trends indicate that 
the fluids contain a significant meteoric component 
(Clayton et al., 1966). In other cases, particularly where 
the fluid is overpressured, meteoric infiltration is 
impossible and the fluids are probably modified connate 
waters (Kharaka and Carothers, 1986). 

3.1.5. Hydrothermal Fluids. The two most 
important types of hot (mostly lOO”-350°C) fluid observed 
in geothermal areas are chloride-type waters and acid- 
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Fig. 3. Temporal variation of the al80 values (upper 
curve, left scale; Lorius et al.,l985) of glacial ice in the 2 
km-deep Vostock, Antarctica, ice core, and of the mean 
CO2 contents (lower curve, right scale; Bamola et al., 
1987) of trapped air bubbles released by crushing the ice. 
For comparison, interpolated 6180 values for the benthic 
foram Uvigerina senticosta (upper curve, left scale) in 
e 
73 

uatorial deep sea core V19-30, and the difference in 
6 C values between plantonic species Neogloboquadrina 
durertrei and this benthic foram are shown (lower curve, 
right scale; Shackleton and Pisias, 1985). The sawtooth 
curves record global climatic changes influencing both 
ocean and continental temperatures, carbon cycle changes, 
and changes in the 8180 value of seawater caused by 
removal of low 180 water and storage in ice, over the last 
-170,000 years, all of which correlate to first order with 
the concentration of atmospheric CO2. 

sulfate waters. Craig (1963) unequivocally proved that 
both types are dominantly derived from the local meteoric 
waters of each area of occurrence. 

Chloride-type geothermal waters are volumetrically 
dominant, have sahnities up to many thousands of g/kg 
dominated by Na+, K+, Ca++, and Cl-, have near-neutral 
pH, are close to saturation with silica, and are associated 
with free-flowing hot springs and in spectacular cases with 
silica terraces and geyser systems (White et al., 1971). 
These fluids inherit the D/H ratio of the local meteoric 
waters from which they are derived, but are higher in 180. 
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The latter effect, known as the “180-shift”. reflects 
interaction and exchange with rocks (Fig. 2). 

Acid-sulfate waters have very low pH (commonly 
c 2.5), high SO4’ but low Cl- contents, and are typically 
associated with steaming ground, mud pots and fumaroles. 
The 6D and 6l*O trend lines characteristic of these waters 
also originate on the MWL at points appropriate for the 
local meteoric precipitation, and their low (2 to 3) 
positive slopes suggest evaporative (kinetic) effects at 
near-boiling temperatures (Fig. 2). Acid-sulfate waters 
commonly occur in proximity to chloride-type waters, and 
probably represent condensed steam derived from them 
(White et al., 1971). 

The hot (to 35O’C) chloride-rich fluids that discharge 
from mid-ocean ridge spreading centers are clearly derived 
from seawater, but have undergone changes in chemistry 
including complete Mg loss, along with increases of 
about 2 per mil in the 6D and 6l*O values (e.g., Bowers 
and Taylor, 1985). 

3.1.6. Magmatic and Metamorphic Waters. 
Significant volumes of magmatic and metamorphic waters 
have not been observed to discharge at the Earth’s surface. 
However, the 6D (-40 to -80) and 8180 (+5.5 to +9.5) 
values of magmatic waters, and the 6D (0 to -70) and 
gl*O (+3 to +20) values of metamorphic waters, may be 
determined from fluid inclusion data and from calculations 
that assume equilibrium with crystalline rocks at 
appropriate temperatures (e.g., Sheppard, 1986). A fluid 
of any origin that undergoes extensive fluid-rock 
interaction at elevated temperatures would develop similar 
characteristics, so many magmatic and metamorphic 
waters may be derived from subducted or deep-circulating 
surface waters. B. E. Taylor (1986) provides a very 
complete discussion of magmatic volatiles. 

3.2. Oxygen Isotope Systematics of Rocks 
3.2.1. Earth-moon system. Oxygen isotope data 

have confirmed many of the petrographic assignments of 
meteorites to various families and inferred parent bodies, 
and have dramatically proved that the Earth and Moon 
have a very close mutual affinity (Fig. 4; Clayton et al., 
1976). In particular, combined studies of the 8180 and 
al70 values show that lunar and terrestrial materials lie 
along a common “Earth-Moon Line” that is distinct from 
virtually all other samples of extraterrestrial materials 
(Fig. 4); hence, the bulk 6**0 composition of these 
bodies is the appropriate reference point for discussion of 
terrestrial rocks. 

The al80 values of lunar materials, including diverse 
lithologies such as Mare basalts, breccias, and highland 
crystalline rocks, are remarkably uniform at +5.4 to +6.8, 

6170 
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Fig. 4. Graph of 8170 vs i?il*O values of terrestrial and 
extraterrestrial materials. Analyses of al70 are difficult 
and not normally made, particularly because normal 
processes that cause isotopic fractionation produce 
variations restricted to lie along lines with slopes very 
close to l/2, so no additional information is normally 
gained. Thus, all terrestrial and lunar samples lie along 
the “Earth-Moon” line. However, in a series of important 
papers R. N. Clayton and his coworkers have shown that 
different types of meteorites define distinct trends on a 
6 1 7O vs. 6 1 *O plot that must be the result of 
compositional heterogeneities that relate back to the 
earliest history of the Solar System. Thus, the SNC 
achondrites (from Mars?) and the eucrites define distinct 
trend lines close to but not on the Earth-Moon line; the H 
and L chondrites are further removed, and the very 
primitive carbonaceous chondrites (not shown) are highly 
distinct and for the most part are offscale. In general, the 
greater the petro raphic similarity to terrestrial materials, 
the closer the 6 17 0 - gl*O trend lines to the Earth-Moon 
line. Data from Clayton and Mayeda (1975, 1983) and 
Clayton et al. (1976), who provide detailed discussions. 

with the subset of lunar igneous rocks showing an even 
smaller range of +5.7 + 0.2 (e.g., Taylor and Epstein, 
1973). These values reflect the simple geologic history of 
the Moon, its lack of water, and the fact that simple 
fractional crystallization processes can produce only small 
(c 2 per mil; see Taylor and Sheppard, 1986) variations in 
the Zil*O values of significant volumes of melts during 
igneous differentiation, owing to the small values of the 
fractionation factors between silicates at high 
temperatures. 

3.2.2. Igneous rocks. The Earth’s upper mantle 
and rocks directly derived from it represent the largest 
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reservoir of oxygen for which we have samples. The al80 
values of MORB basal& which are the most abundant 
igneous rock type on Earth, are highly uniform at +5.7 f 
0.5 (Kyser, 1986). In fact, the 6180 values of virtually 
all mafic lavas on Earth are between +5.0 and +8.0 per 
mil, with alkalic basalts and samples from continental 
areas tending to be 180 rich (Kyser, 1986). The whole- 
rock Zil*O values of most mantle materials are also in the 
latter range, including peridot& and pyroxenite xenoliths, 
and peridotite massifs. The values for ophiolite sequences 
and eclogites vary more widely and their ranges overlap 
(Fig. 5; Kyser, 1986). These large, rather uniform 
reservoirs provide the best estimate for the Zil*O value of 
the “bulk” Earth, and their similarity to the value for lunar 
material is not coincidental. 

In contrast to the Moon, however, the total range of 
8180 values in terrestrial magmas is wide- at least +2 to 
+16 per mil (Taylor and Sheppard, 1986). The 180 
contents tend to increase with increasing Si02 contents, 
generally in the order basalts to andesites to rhyolites for 
volcanic rocks, and from ultramafic rocks to gabbroes and 
anorthosites to tonalites and granodiorites to granites for 
plutonic rocks (Fig. 5). These Zil*O variations are much 
too large to be the result of simple fractional 
crystallization, and must indicate that the more siliceous 
magmas have incorporated high-l80 sedimentary or 
metamorphic materials. Similarly, magmas with 
anomalously low 6180 values must have assimilated low- 
180 materials, most likely hydrothermally-altered roof 
rocks (Taylor and Sheppard, 1986). It is likely that any 
rock with a S180 value outside the range of +5 to +8 has, 
or includes a component that has, resided near the Earth’s 
surface at some time in its history. 

The 180 fractionations between igneous minerals are 
small and reflect their high crystallization temperatures 
(e.g., Chiba et al., 1989). The observed 6l80 values of 
igneous minerals generally decrease in the order : quartz- 
feldspars-pyroxene-mafic minerals-magnetite, consistent 
with a tendency to approach equilibrium fractionation 
(e.g., Epstein and Taylor, 1967). The patterns of 180 
fractionation may be disturbed by subsolidus alteration 
effects, most importantly those related to fluid infiltration 
(Gregory et al., 1989) or to slow cooling of deeply- 
emplaced plutons (Giletti, 1986; Taylor and Sheppard, 
1986). 
3.2.3. Sedimentary and metamorphic rocks. 

The al80 values of sedimentary and metamorphic rocks 
are mostly higher than those of igneous rocks. The high 
values indicate formation of the constituent materials at 
rather low temperatures where fractionation factors are 

OCEAN WATER 
METEORIC WATER 
ATMOSPHERIC 0, 

ATMOSPHERIC CO, 
LUNAR ROCKS 

MORB 
BASIC LAVAS 

MANTLE NODULES 
ECLOGITES 
ANDESITES 

OPHIOLITES 
RHYOLITES.TUFFS 
GRANITIC ROCKS 

ALTERED IGNEOUS 
METAMORPHIC ROCKS 

CLASTIC SEDS 
MARINE LIMESTONES 

Fig. 5. Typical ranges of the 6180 values of rocks and 
other natural substances, from numerous sources. The 
@*O value of the bulk Earth is probably very similar to 
that of the Moon, as suggested by values for MORB, 
basic lavas and mantle xenoltihs. Interactions with the 
hydrosphere buffer the &180 value of seawater at a value 
near zero, and similar water-rock intcracticns produce most 
of the dispersion of 8180 values observed in ophiolites 
and crustal crystalline rocks. For example, the range for 
“altered igneous” rocks represents their hydrothermal 
interactions with surface waters; such low values can also 
occur in altered sedimentary and metamorphic rocks. 
Because isotopic fractionation factors are large at low 
temperatures, the 6 180 values of meteoric waters, 
carbonates, and atmospheric CO2 are comparatively 
extreme. 

large, and in particular are attributable to interactions with 
the hydrosphere. 

The highest g18 0 values occur in the chemical 
precipitates of seawater. For example, recent limestones 
are approximately 30 per mil richer in 1 8O, and cherts are 
as much as 36 per mil richer (Knauth and Epstein, 1976). 
than the seawater from which they precipitate, as a 
consequence of the large calcite-water and quartz-water 
fractionations at low temperatures (see Table 2). The 
Z1*O values of older chemical precipitates such as ancient 
limestones, cherts or banded iron formations are also high 
(mostly > +18) but generally decrease with increasing age, 
in part because secondary alteration processes tend to 
reduce their values (e.g., Keith and Weber, 1964; 
Anderson and Arthur, 1983). 

The 6l*O values of elastic sediments are greater than or 
equal to those of their protoliths. Sandstones typically 
have values of +13 + 2.5, principally reflecting inherited 
igneous and metamorphic quartz, although the presence of 
authigenic quartz or calcite cement commonly has 
increased the whole-rock S1*O value above the values for 
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beach sands (+9 to +12.5; Savin and Epstein, 1970a). 
Typical 8180 values of shales are +14 to +19, reflecting 
the inheritance of high l8 0 protolith materials as well as 
the presence of high l8 0 authigenic clay minerals (Savin 
and Epstein, 1970b). The ci180 values of greywackes 
(+I3 5 1.5) are similar to sandstones and are substantially 
higher than those of volcanic rocks, probably because of 
the formation of authigenic minerals including clays. 

The @80 values of metamorphic rocks are variable but 
tend to be intermediate between those of igneous rocks and 
recent sediments. Orthoquartzites, granitic gneisses and 
carbonate granofels may inherit the 8180 values of their 
protolith materials without substantial change. More 
commonly, the 6’ 8O values of rocks become 
progressively reduced with increasing grades of 
metamorphism. For example, the 8180 values of 
carbonates are progressively lowered, by as much as 20 
per mil, with increasing grade or decreasing distance to 
igneous contacts (Valley, 1986). 

In addition, in numerous regional metamorphic terranes, 
the 6l80 values of pelitic metasediments are reduced with 
increasing grades from their original sedimentary values 
(e.g., Garlick and Epstein, 1967). In the highest-grade 
(e.g., amphibolite) zones, the algO values of diverse rock 
types may be effectively “homogenized”, by pervasive, 
large-scale exchange processes, to a common value 
appropriate for igneous rocks (Shieh and Schwartz, 1974). 
In other areas, the 8180 values of different rock types 
remain heterogeneous, with localized isotopic exchange 
producing diffusion-like 1 8O gradients between 
contrasting rock units, particularly between rather 
impermeable carbonates and interbedded pelites (e.g., Rye 
et al., 1976; Nabelek et al., 1984). 

3.3. Hydrogen Isotope Systematics of Rocks. 
The 6D values of meteorites and lunar rocks vary 

enormously, in part because of intense bombardment by 
the deuterium-free solar wind. In contrast, except for 
certain hydrothermally-altered samples discussed below, 
the 6D values of virtually all igneous, metamorphic and 
sedimentary rocks on Earth are in the remarkably narrow 
range of -40 to -95 (Taylor and Sheppard, 1986). 
Magmatic and deep-seated waters on Earth also fall in this 
range (Sheppard and Epstein, 1970). The 6D values of 
hydrous phases are typically 30 5 20 per mil lower than 
those of the water in isotopic equilibrium at temperatures 
where they are stable (e.g., Suzuoki and Epstein, 1970). 
Thus, the 6D values observed for terrestrial rocks are 
similar to those of clay and alteration minerals formed in 
contact with seawater or with the abundant meteoric 

waters of tropical and temperate zones. In fact, on a plot 
of 6D vs 6180, many clays fall along lines that parallel 
the MWL, being offset by the 180 and D fractionation 
factors between the particular clay mineral and water 
(Savin and Epstein, 197Oc). 

The similarity of the 6D values for magmatic and deep- 
seated waters, rocks and clay minerals on Earth probably 
indicates that the H20 is mostly derived from dehydration 
of surface material subducted at trenches (Taylor and 
Sheppard, 1986). Over geologic time, subducted water 
would completely dominate the 6D value of the upper 
mantle, so that a “steady state” relationship has been 
attained. 

3.4. Water-Rock Interactions 
Because of its extensive hydrosphere and dynamic 

interior, the Earth has a uniquely large potential for fluid- 
rock interactions. Isotopic evidence for interaction and 
exchange between fluid and rocks is in fact practically 
ubiquitous in the rocks of the crust and upper mantle. 

The response of a rock to isotopic exchange with fluid 
depends on the temperature (e.g., on the rock-fluid 
fractionation factor A), on the rates of infiltration and 
exchange, on the event duration, and on the relative 
proportions (W/R) and initial &values (SiW and 6iR) of 
the water and rock. In the simplest case, where isotopic 
equilibrium is attained in a closed system, equation 5 may 
be used to derive the conservation relation (Taylor, 1977): 

W sir - 6eqR 
- =- 
R 6iW - (SeqR - A) 

(14) 

where GeqR and &qR-A respectively represent the final 
equilibrium value of the rock and water. Here the W/R 
ratio, defined as the relative molar amounts of the element 
in question (oxygen or hydrogen), is equal to the ratio of 
the isotopic shifts that would be observed in the rock and 
water, analogous to the “lever rule”. Note that the W/R 
ratio is a dimensionless quantity, unlike the fluid flux or 
the time integrated flux which have different physical 
meanings. Additional exchange models are discussed and 
compared to natural data by Taylor (1977) and Gregory et 
al. (1989). 

Given these variables, the 6180 and 6D values of rocks 
that interact with significant amounts of low l80, low D 
meteoric waters at typical hydrothermal temperatures (150- 
350°C) can become as low as -10 and -200, respectively, 
(see compilation in Criss and Taylor, 1986). The 
reduction of the rocks in l80 is the material-balance 
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counterpart of the “180-shift” in geothermal waters 
discussed above. However, a significant “D-shift” in the 
water is generally absent because the hydrogen content of 
rocks is so low that the W/R ratio for hydrogen is, for any 
given case, much larger than that for oxygen (eq. 14). At 
very low temperatures (c lOO”C), interaction with 
meteoric waters will again reduce the 6D values, but in 
this case the 6180 value of rocks may actually increase 
because the rock-fluid l8 0 fractionation (A) is large at 
low T. 

Significant changes in the al80 values of rocks also 
occur during interactions with heated seawater. Owing to 
the variation of A with temperature, interactions below 
350°C increase the al80 value of the rock, but at higher 
temperatures such interactions cause a reduction in the 
a180 value. The overall a180 value of seawater is 
effectively unchanged by this process, so that its 
interactions with mantle-derived rocks at mid-ocean 
spreading centers effectively buffer its composition 
(Muehlenbachs and Clayton, 1976; Gregory and Taylor, 
1981). 

On 8-6 plots, the 8180 values of coexisting minerals 
from hydrothermally-altered rocks define linear, positive- 
sloped trends that are clearly diagnostic of isotopic 
disequilibrium and open-system (infiltration) histories 
(Fig. 6; Gregory et al., 1989). Graphs of 6D vs. 8180 
values for altered minerals commonly define characteristic 
“inverted L” patterns (Taylor, 1977). Detailed discussions 
and examples of these alteration trends are given in Taylor 
(1977), Criss and Taylor (1986) and Gregory et al. (1989). 

4. NATURAL VARIATIONS OF CARBON 
ISOTOPES 

4.1. Ocean and Atmosphere 
Bicarbonate ion (HC03-) dominates the carbon 

inventory of the ocean-atmosphere system. The 613C 
value of deep ocean water is typically 0 + 0.5, but 
metabolic effects in surface water typically increase this 
value to about +2.0 (Kroopnick, 1985). The average 
8l3C (-8) and @80 (+41) values of atmospheric CO2 are 
to first order in isotopic equilibrium with the bicarbonate 
and water of the oceanic reservoir (e.g., Bottinga and 
Craig, 1969; see Table 2). However, the 613C value of 
CO2 is lower in urban areas because of fuel combustion, 
and is affected by the diurnal and annual cycles of plant 
respiration, growth and decay. Fossil fuel burning, which 
has since the Industrial Revolution increased the 
atmospheric CO2 content from 280 to 350 ppm (Wahlen 
et al., 1991), has progressively decreased the 813C value 

6’80 Quartz (q(w) 6’“O Pyroxene (“yoo) 

Fig. 6. Graph of a1 8O values of feldspar vs the 8180 
value of coexisting quartz or pyroxene in igneous rocks. 
Isotopic equilibrium at magmatic temperatures is indicated 
by the small fractionations and unit-sloped trends typical 
of ash-flow tuffs (stipple), achondritic meteorites (solid 
black; CIayton et al., 1976), and lunar rocks (solid black; 
e.g., Taylor and Epstein, 1973). In contrast, marked 
isotopic disequilibrium produced by interactions with 
infiltrating hydrothermal fluids occurs in 1) plagiogranite 
and gabbros from the Oman ophiolite, which interacted 
with heated seawater, and in 2) granitic rocks of the Idaho 
batholith, as well as in gabbros from Skaergaard and 
Skye, which exchanged with hot fluids derived from high 
latitude, low l 8O meteoric waters. These steep 
disequilibrium trends are diagnostic of hydrothermal 
alteration in open systems. Modified after Gregory et al. 
(1989), who provide discussion and models for these 
effects. 

of atmospheric CO2 by a surprisingly low 1.5 per mil, 
probably because the antbropogenic effect is moderated by 
rather rapid exchange with the vast reservoir of oceanic 
bicarbonate (Fig. 7; Keeling et al., 1989). Quatemary 
climatic variations, as inferred from the 6D and al80 
record of ice cores, correlate closely with the CO2 content 
of air trapped in the ice (Fig. 3; Bamola et al., 1987). 

4.2. Organic Matter and its Derivatives 
Relative to primordial carbon (Zi13C - -6; see below), 

virtually all carbon in the biosphere is depleted in l3C 
because of kinetic and metabolic effects associated with 
photosynthesis (Fig. 8). Thus, most terrestrial plants 
have 6l3C values of -20 to -32, but grasses have a 
different pathway of carbon fixation and are heavier 
(mostly -10 to -20; Deines, 1980a). In contrast, marine 
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Fig. 7. Graph of concentrations (light line; Mauna Loa 
data set) and smoothed, globally-averaged S13C values of 
atmospheric CO2 (heavy line; note inverted scale), 
tabulated by Keeling et al. (1989). The secular change in 
both curves is primarily due to the addition of isotopically 
light (- - 27 %o) CO2 from fossil fuel combustion, of 
which approximately 56.6% remains in the atmosphere. 
The distinct periodicity in the concentration curve at 
Mauna Loa represents biomass seasonality, particularly 
cycles of growth and decay of northern hemisphere 
ve etation. This annual periodicity is also present in the 
S llj C curve at Mauna Loa, but is out of phase with 
southern hemisphere cycles, and tends to cancel out in the 
globally-averaged curve shown here. Arrows denote 
possible (Dec., 1979), strong (Dec., 1983) and unranked 
(Dec., 1986) El Nino events that appear to correspond to 
the global 13C patterns. See Keeling et al. (1989). 

plants (excluding plankton) are mostly -7 to -19 (Deines, 
1980a); these higher values occur in part because the 
S13C value of total dissolved CO2 is generally higher 
than that of CO2 gas, and because aquatic photosynthesis 
does not involve diffusion in air. Animals obtain their 
carbon either directly or indirectly from plants, and to 
within a few per mil, the low S13C values of plants are 
passed along in the food chain (DeNiro and Epstein, 
1978). Beyond these generalities, the 1 3C fractionations 
in biological systems are extremely complex. 

The degradation of organic matter is also very complex. 
In shallow sedimentary environments, the aerobic 
decomposition and anaerobic processes associated with 
sulfate reduction are associated with the release of CO2 
having low S13C values (e.g., Irwin et al., 1977). In 
contrast, deeper anaerobic decomposition of organic matter 
releases 13C-rich CO2 (Irwin et al., 1977). along with 
methane that has extremely low S1 3C values of -25 to -90 
(e.g., Claypool and Kaplan, 1974). The consistent, - 70 

CRISS 303 

I I I 
DL4MONDS 

I I I 

CARBONATITES 

ATMOSPHERIC CO2 00 
MARINE HCO, 

MARINE LIMESTONE 2l __ 
MARINE PLANTS I 

WOOD, COAL 

KEROGEN 

PETROLEUM zE!l 
METHANE cto-90 I 

GRAPHITE ( , , , ,I, , ( , 
I I 

-40 -30 -20 -10 0 IO 

S13C PDR 

Fig. 8. Typical ranges of the S1 3C values of natural 
substances, from numerous sources. A primordial S13C 
value of about -6 is suggested by measurements of dcep- 
seated materials such as diamonds and carbonatites. 
However, the large 13C depletions that are typical of the 
biosphere (e 
preferential 4** 1 

wood, marine plants) originate from 
C fixation during photosynthesis, and are 

passed along in the food chain, ultimately to be inherited 
by derivative materials such as coal, kerogen and 
petroleum. See text. 

per mil 13C fractionation between methane and CO2 
commonly observed in shallow sediments is probably not 
related to isotopic equilibrium (Sackett and Chung, 1979), 
but rather to the derivation of methane from the anaerobic 
reduction of CO2 (Claypool and Kaplan, 1974). 

In spite of these complex chemical transformations that 
occur during maturation, the low S1 3C values of 
organisms are conferred to organic carbon in sediments 
(Fig. 8). For example, the S13C value of coal (-21 to 
-27) is virtually identical to that of modem woody plants. 
The low S13C values of petroleum (mostly -21 to -32) are 
also indicative of an organic origin, but during petroleum 
formation minor (1 to 2 %o) l3C depletion may occur 
(Deines, 1980a). However, the principal end product of 
organic maturation is marine kerogen, which constitutes 
about 95% of the organic matter on Earth. Most kerogens 
have S13C values of -20 to -32 (Deines, 1980a), although 
kerogens in Tertiary and Recent marine sediments tend to 
be heavier (-18 to -23), and Precambrian kerogens tend to 
be lighter (-29 to -37; Degens, 1969). Numerous 
mechanisms, including differential preservation of various 
types of organic matter, diagenesis, and secular 
environmental changes, have been invoked to explain 
these variations. 

4.3. Rocks 
The primordial S13C value of about -6 can be inferred 
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for the Earth from the 813C values of diamonds (Deines, 
1980b), of CO2 in basalt vesicles (Kyser, 1986), and of 
carbonatites (Deines and Gold, 1973). Almost all samples 
of these materials are in the range of 0 to -10, with 
distinct abundance peaks at -5 or -6 (Fig. 8), although 
diamonds rarely have values as low as -30. Furthermore, 
a value of about -6 can be calculated (eq. 5) from the gross 
partitioning of terrestrial carbon into a carbonate reservoir, 
representing about 75% of total carbon and with a13C -0, 
and into a reservoir representing sedimentary organic 
matter, representing about 25% of total carbon and having 
@3C - -25 (Epstein, 1969). 

The g13C value of most marine limestones, shells and 
fossils (mostly 0 f 2) are very close to the PDB standard 
(Keith and Weber, 1964). This restricted value has 
remained essentially unchanged at least since the early 
Proterozoic (Keith and Weber, 1964; Veizer et al., 1992). 
Freshwater limestones tend to have lower values, in part 
because of the influx of terrigenous organic matter (Keith 
and Weber, 1964). However, brief but sharp (to 4 %o) 
excursions in the 6 13 C values of marine carbonates have 
occurred (Kennett and Stott, 1991), as have cyclical 13C 
variations on regional or global scales (Magaritz et al., 
1991). Such features may facilitate stratigraphic 
correlation and provide information about 
paleoceanographic conditions and the carbon cycle. 

The 613C value of diagenetic carbonates, such as 
cements and concretions, vary widely. Most common are 
rather low values (-10 to -20) that reflect dissolved CO2 

derived from the decay of organic matter (e.g., Hodgson, 
1966). Extremely low (to -50) values have been reported 
where the dissolved CO2 is produced by methane 
oxidation. However, bacterial fermentation reactions can 
form carbonates with high 6l3C values (> +15; Irwin et 
al., 1977). 

The g13C values of graphites vary widely (most are -7 
to -38; Schwartz, 1969), probably reflecting derivation 
from diverse source materials such as kerogens (Fig. 8). 

4.4. Organic-Rock Interactions 
Donovan et al. (1974) demonstrated that carbonate 

cements with very unusual a13C and 8180 values are 
spatially associated with two shallow, seeping petroleum 
reservoirs in Oklahoma. They found that the cap rock 
cements in one had extremely low 613C values (to -39) 
and elevated 6180 values. In the other case, gas seepage 
produced al80 values as high as +48.8. Donovan et al. 
(1974) attributed the low 6l3C values to near-surface 
oxidation of the hydrocarbon, and suggested that the 
extremely high 8180 values were the result of evaporation 
of groundwater due to natural gas expansion near the 
surface. 
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Volcanic Gases From Subaerial Volcanoes on Earth 

Richard E. Stoiber 

1. INTRODUCTION 

There are approximately 1300 volcanoes which have 
been active on earth in the last 10,000 years, 627 with 
dated eruptions [ 1111. Volcanoes on other planets are not 
considered in this summary. Volcanoes of the World 
[ 1111 is the standard reference responsible for the summa- 
rized knowledge of volcanic activity. Volcanoes are dor- 
mant or at times quiescent without. gas emission. At 
times they degas strongly and sometimes they erupt: gas 
is emitted together with the solid products. Active volca- 
noes are those which are emitting solid products such as 
lava, pyroclastic flows and comminuted rock called vol- 
canic ash. It has been estimated that 60 volcanoes erupt 
each year [ 1 lo]. More than this number were degassing, 
approximately 100 each year [ 1173. Of the erupting vol- 
canoes 72% were in the northern hemisphere, 20% were 
located 5ON.-20’N. and another 20% located 35”N.-50”N. 
[ll]. An estimate of the total flux of any gas may be 
proportioned in this way to suggest its geographical dis- 
tribution if one assumes that in the region the number of 
active volcanoes is proportional to the flux. 

Volcanic emanations consist of solid and liquid particu- 
lates and true gases. These, often collectively called vol- 
canic gases or more correctly volcanic emanations. usually 
consist primarily of water, carbon dioxide, sulfur dioxide 
and hydrochloric acid as well as other gases in smaller 
amounts including many different metals. Most metals 
are believed to be carried as chlorides though vanadium 
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[56] and iridium [140] are probably carried as fluorides 
and molybdenum and tungsten are thought to be carried as 
molybdic acid and tungstic acid respectively 1141. 
Thermodynamic modeling predicts most trace elements are 
transported from Augustine Volcano as simple chlorides, 
arsenic as a sulfide and MO, in contrast to Bernard just 
cited, as Mo2C12 [122]. 

Gas from a volcano is emitted in large part from magma 
underlying the volcano or volcanic rift. The process is 
complex. Gases may come direct from the magma or be 
stored in a summit reservoir [136,43]. It has been sug- 
gested [45] that at White Island, New Zealand there is a 
magmatic component and also, surroundintg the magmatic 
system, a secondary hydrothermal comoponent rising from 
an envelope of saline brine and vapor, a suggestion that 
may have wider geographical application. 

Standard textbooks on volcanology [20, 23, 36, 1331 
summarize the many aspects of volcanic activity. 

2. TECTONIC SETTING OF VOLCANOES 

Volcanoes occur in several tectonic settings. Most vol- 
canoes occur at converging plate margins, most com- 
monly around the Pacific. Plate margin volcanoes often 
erupt at the crater with pyroclastic material thrown in the 
air or cascaded down the slopes as hot pyroclastic flows. 
Lavas are commonly among the eruptive products. There 
are volcanoes along rifts both in the ocean and on the con- 
tinents, Prominent examples are volcanoes of the Atlantic 
ocean and those along the East African Rift. Etna, the 
largest volcano in Europe, is on a fracture where there is 
subduction within a continental plate. A few volcanoes 
occur at hot spots, for example, those that are active on 
Reunion Island in the Indian Ocean and those of the 
Hawaiian Islands in the Pacific. Lava flows are the chief 
products of hot spot eruptions. Volcanic activity on the 
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sea floor is prominent at rifts and undersea fracture zone. 
Only gases from subaerial eruptions are considered in this 
summary. There are, however, significant amounts of 
volcanic gases dissolved in the submarine hydrothermal 
systems. Hydrothermal plumes of volcanic affiliations on 
the sea floor or ridges in the sea contain sulfides con- 
tributed by underwater volcanism but probably not in the 
form of gas. 

3. LIMITS WITH RESPECT TO OBTAINING 
DATA 

Gases are collected from lava lakes and fumaroles [ 107, 
108, 1091 but usually are not available for collection at 
active volcanoes. Much gas is emitted from very active 
vents where emission of solid products creates dangerous 
or impossible conditions for collection of gases. In rare 
instances has gas been collected from active vents by air- 
planes entering eruption clouds [17]. The advent of re- 
mote sensing spectrographic methods for detection of 
some gases, using a correlation spectrometer, has made 
gas measurements possible well away from dangerous 
sites. Because these measurements must be made in day- 
light and where the light through the volcanic plume is 
not obscured by volcanic ash in the plume, gas at very 
few active eruptions have been studied even using remote 
sensing equipment. 

4. METHODS OF COLLECTION AND 
ANALYSIS OF VOLCANIC GAS 

4.1. Collection and Evaluation of Analytical 
Data 

There are several means in common used for’ finding 
the composition of volcanic gas. They include collection 
of gas in evacuated vessels, collecting condensates, allow- 
ing gas to pass through filters, as well as the use of spec- 
troscopic detectors and sensors designed for analysis of a 
specific gas. Evaluation of the quality of the analytical 
data from St. Helens indicates that highest quality data are 
obtained by field chromatographic measurements and caus- 
tic soda bottle samples as co.spared with those collected 
in evacuated bottles or pumped through double stopcock 
tubes [44]. Errors inherent in the use of the correlation 
spectrometer for determining SO;! tlux have been evalu- 
ated [114]. Evaluation of the techniques and the errors in 
results of volcanic gas analysis has been the purpose of 
several field workshops [47]. Some investigators dispute 
the basic assumption that all species were in equilibrium 

under one set of conditions [45]. 

4.2. Collection of Volcanic Gas in Evacuated 
Vessels 

Samples of gas may be collected in evacuated contain- 
ers. They are analysed by the usual laboratory melhods or 
in some instances by a gas chromatograph designed for 
use in the field [69]. Air content is accounted for by the 
nitrogen and argon content in the sample. Because of the 
change in species after collection, resort has been made to 
recalculation of analyses based on thermodynamic consid- 
erations. The result is the probable composition of the gas 
before emission when it was in thermodynamic equilib- 
rium. Disequilibrium moditication results from atmo- 
spheric oxidation of H2 and to a lesser extent of CO. The 
resulting analyses are characterized as “improved compsi- 
tions” or “restored analyses” [403. 

Lava lakes are the safest sites for such collections. A 
variant on collecting gas from fumaroles is the collection 
of gases from pyroclastic flows [82]. Beneath the tine 
compact crust on the ash deposit on the surface of the 
flows two weeks after the eruption the pyroclastic material 
was saturated with gases which were collected in an evacu- 
ated vessel. The gases were very largely juvenile as indi- 
cated by isotopic analysis. 

4.3. Condensates 
The major constituent of volcanic gases, water vapor, 

is condensed, often in an alkaline solution. Condensates 
are usually collected safely from volcanic fumaroles. 
Analysis of condensate includes the gases which dissolve 
in it, Gas collected in an evacuated tube at the fumarole 
may be used to supplement the analyses of condensates so 
as to include insoluble gases in the total analysis [81]. 

A modified collection technique is to allow volcanic gas 
to pass for periods of many days over an alkaline solution 
and subsequently analyze the solution thus integrating the 
amount and kind of soluble constituents in the gas over 
the time of collection [89]. The amount of gas is depen- 
dent on the part of the gas cloud sampled as well as wind 
conditions during sampling. This technique does, how- 
ever, provide data as to the ratio of these gases in the 
plume. 

4.4. Filters 
Allowing volcanic gas to pass through treated filters and 

subsequent analysis of the filters is used to analyze the 
acid gases, aerosols and particulates in the gas stream [35, 
67, 97, 1241. 
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4.5. Sensors Designed for Analysis of Specific 
Gases 

Sensors through which volcanic gas is pumped have 
been devised and used in the field to analyze for H [103], 
He [93], Hg [129]. Rn [38], Oxygen [104], HCI, SO2 
[116] and reduced gases 1781. 

4.6. Spectral Analysis 
Flames at volcanic vents as the source of emission 

spectra and absorption spectra using glowing lava as the 
light source [86] have indicated the presence of several 
constituents in volcanic gas, most often Na, Cu. H2 and 
water, but have not provided much significant quantitative 
information. A spectrometer, Miran. in which a sample 
of gas is analysed in the field [51] has enlarged our data 
base providing the direct measurements of CO2 [51,77]. 

A spectroscopic method produces quantitative data is 
the portable correlation spectrometer known as a 
COSPEC. The blue sky is used as a light source for the 
SO2 spectrum to be analysed. This has allowed SO2 in 
volcanic clouds to be measured remotely [ 1141. The con- 
centration-pathlength product multiplied by the wind speed 
at which the SO2 is moving is the flux. 

An important quantitative application of spectroscopy 
to gas analysis is the use of TOMS, the total ozone map- 
ping spectrometer, [27, 60, 61, 62, 1311. Sulfur dioxide 
is detectable from space, if the emission is large enough 
or if the plume rises high enough, using the near ultravio- 

let absorption bands of this compound. TOMS produces 
global images of the atmospheric ozone distribution and 
can also observe volcanic clouds. From the spectral data 
the SO2 content of the cloud can be calculated. Although 
the TOMS data are not cited directly in Table 1 with re- 
spect to the annual SO2 tlux. they are of great signifi- 
cance in thii regard. 

5. SOURCES WHICH PROVIDE LIMITED 
QUANTITATIVE INFORMATION 

5.1. Leachates 
Volcanic ash is a product of many eruptions. If col- 

lected before it has been rained on, the water soluble com- 
ponents can be washed from the ash and are known as 
leachates [8]. Condensed water soluble volatile com- 
pounds and aerosols in the cloud of gas are adsorbe4l on the 
ash surface. It has been suggested that some of the solu- 
ble chemicals in the leachates are the result of adsorbed 
acid gases reacting with the glass or minerals of the ash 
fragments [lOOI. The several hypotheses have been sum- 
marized [53]. Many elements have been detected in 
leachates but all are found in volcanic gas by some other 
more direct method [85, 1121. 

5.2. Melt Inclusions 
Analysis of gas content of melt inclusions and volcanic 

glass in rocks is an indirect method by which one may 

TABLE 1. Volcanic Gases: Estimates of Annual Subaerial Flux 

GaS Class of volcanoes Annual Flux Tg.yr -l Reference 

002 

SO2 

HCI 

HF 

All subaerial 
Erupting 
Passive degassing 

All subaerial 
Erupting 
Not erupting 

All subaerial 
Small explosions 
and degassing 

All subaerial 
Small explosions 
and degassing 

65 u351 
31 u351 
34 U351 

18.7 [II71 
11.9 u171 
6.8 u171 

0.4-11 WY 

0.3-10 WOI 

0.06-6 WOI 

0.05-5 WOI 
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learn the quantity of the analysed gases which may have 
escaped from a body of rock [5, 261. The quantitative es- 
timates when applied to gas discharge depend on the 
amount of magma degassed which is not easily estimated. 
To the extent that a greater volume of magma has been 
degassed than has been erupted the estimates of the vol- 
ume of gas erupted calculated from melt inclusion data are 
minimal [7]. 

5.3. Vapor phase minerals 
Minerals entrapped in vesicles or in miarolitic cavities 

indicate the presence of some elements (Cu, Mn, Ti, Fe, 
Sn) in volcanic gas but do not provide quantitative esti- 
mates of the amount [28, 29, 55, 71, 721. 

5.4. Wallrock Alteration 
The composition of altered wallrock around volcanic 

gas vents is a clue to the chemical composition of the 
gas. 170, 941. 

5.5. Sublimates 
Elements derived from volcanic gas are major elements, 

or less often trace elements h minerals deposited as sub- 
limates at fumaroles. Artificially formed sublimates are 
deposited in silica glass tubes inserted into fumaroles. 
These sublimates form without the intervention of the air 
[68, 13, 1191, resulting in the deposition of many ele- 
ments before they escape into the atmosphere. Elements 
in sublimates are not present in amounts related to the 
quantitative amount in the gas [87]. A compilation of 
sublimate minerals [118] refers to the earlier classical 
studies [84, 139, 137, 1381. Additional elements’ found in 
sublimates are recorded in more recent papers [I), 14, 32, 
59, 95, 98, 105, 1281. All elements in sublimates have 
been detected in volcanic gas by other more direct meth- 
OdS. 

6. NON-VOLCANIC MATERIAL WHICH ARE 
INDICATORS OF VOLCANIC GAS 
COMPOSITION 

Analysis of non-volcanic natural products may be in- 
dicative of volcanic gas composition but frequently leads 
only to qualitative information as to the gas species or el- 
emental composition of volcanic gas and chemical fallout. 
These inferential sources of information include composi- 
tion of lakes [l], seawater, (an unusual amount of some 
elements such as B, Fe, Mn, Si, P are in the sea water 
near Santorin [99]), rainwater downwind from a degassing 
volcano 1571, ice, in antarctica [25] and the Greenland Ice 
Sheet [50, 521, snow [2] and vegetation growing in a 
volcanic environment, Mt. Ema [go]. The volcanic con- 

stituents have been found to occur in volcanic gases by 
other more direct procedures. 

7. VARIATIONS IN THE COMPOSITION OF 
VOLCANIC GAS 

7.1. Overview 
Variations in volcanic gas in time and place emphasize 

the uncertainties in quantitative estimates of gas flux. 
Emission, even from one volc~ano, is episodic, making it 
extremely diflicult to calibrate the accuracy of estimates. 
The variability in the total amount of gas emitted, the 
kinds of gases and the relative amounts of constituents in 
emissions require a barge data base if the overall composi- 
tion of volcanic gas is to be properly evaluated. Data are 
getting better each year as more volcanic emissions are be- 
ing monitored, new instruments are being used to measure 
gas and better analytical methods are employed. 

Many things contribute to the variability in volcanic 
gas data including the original abundance of each volatile 
component in the magma, the specific magmatic product 
from which the gas is evolving, the temperature of collec- 
tion, the temperature at which it is evolved from the 
magma, the length of time gas has been evolving which 
is a function of the stage of the volcanic eruptive activity, 
the possible reactions within the gas after evolution but 
before collection, the degree to which the gases LIZ derived 
from a non-magmatic source such as ground water, the re- 
action of gas with wallrock as it exits from the magma. 
There are also variations due to conditions of collection. 
The distance down-wind from the volcano or below the 
gas plume at which gas is sampled determines the amount 
of fallout by dry deposition. Inappropriate collection 
methods such as those which allow the possibility of reac- 
tion of gas with the collection apparatus may result in 
variations in the data. 

Some volcanoes have emitted gas unusually rich in one 
or another component and the reason is unexplained. The 
eruption at the Valley of Ten Thousand Smokes emitted 
large amounts of fluorine. Etna erupts unusually large 
amounts of CO2. Observers of Ema and Vesuvius have 
considered that Cu is the characteristic element of Etna and 
Pb of Vesuvius (333. St. Augustine and Sakurajima are 
Cl rich relative to SO2 [58]. Differences in the SO2 flux 
are highlighted by the contrast of the very large flux at 
Bagana and that at Arenal. The later is very much smaller 
though many other volcanic features of the two volcanoes 
are very similar [134]. 

7.2. Variation related to the type of volcanic 
deposit from which the gases are derived 

A noteworthy variation depends on the type of volcanic 
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setting from which the gases are derived, whether the 
gases are from the main vent or from associated lava flows 
or pyroclastic deposits. Long ago it was noted [25] that 
HCI was preferentially emitted from flows and SO2 from 
main vents. Ratios of two gases are most often shown to 
vary rather than absolute ,amounts of one. 

7.3 Variation related to magma type 
Gases differ because of the composition of the magma 

from which gases are generated. The type of magma is re- 
lated to the tectonic setting and to the stage of differentia- 
tion or assimilation the magma has undergone. The kind 
and amount of volcanic gases are related to the magmatic 
products from which they are derived. The composition of 
glass inclusions in phenocrysts in tephra indicates strik- 
ingly different yields of S, Cl and F are to be expected 
from basaltic, intermediate and silicic eruptions: S, 600; 
Cl, 65 and F,lOO ppm from eruptions of basaltic magma; 
S, 560; Cl,900 and F,520 ppm from eruptions of inter- 
mediate magma; S, 70; (X135; F,160 ppm from erup- 
tions of silicic magma [1081. More alkaline magmas are 
distinctly richer in CO2. Those from less alkaline or 
tholeiitic lava are richer in water. 

There is an increase in COtiS ratio with increasing 
magmatic alkalinity and tholeiitic magmas are richer in 
water [41]. Icelandic rift zone tholeiitic volcanism is dis- 
tinguished [92] by low halogen contents and very low 
F/Cl ratios. Off-rift volcanism (alkaline) is associated 
with high halogen content and high F/Cl ratios. In in- 
crustations in Cl rich system alkali metals dominate, and 
trace metals are Fe, Cu and Zn. In F rich systems major 
cations are Ca, Al, Na and Si and trace metals Ti, My, 
MO and Sr are abundant. MO is more prominent in the 
fumarolic incrustations at dacitic domes than in fumaroles 
in other locations and Cu more prevalent at fumaroles of 
volcanoes with lavas of andesitic or basaltic composition 
[Stoiber, unpublished data, 19831. 

7.4. Variation related to tectonic setting 
Variability in gas composition depending upon tectonic 

type has been noted in a few instances. The Hawaiian hot 
spot volcanoes have less HCI relative to sulfur gases 
when compared to volcanoes in other tectonic settings 
[73]. Ir is found at hot spot volcanoes in the particulates 
and in deposits in silica tubes inserted in fumaroles. It is 
not limited to hot spot volcanoes for it has been reported 
from a Russian converging plate margin volcano [31]. 

7.5. Variations related to the stage of activity 
The most prominent variations in gases or gas ratios 

are related to the stage of activity of the volcano [SS]. 

The stage in the eruptive cycle inlluences the composition 
of the gas, the least soluble being evolved from the 
magma earliest. SO2 variations have been studied more 
than any others. The flux of SO:! has been shown to vary 
between quiet times and times of active eruptions 174, 
791, and over periods of ye,ars or days [7, 22, 1161. Hg is 
said to increase at times of greater activity. Radon in- 
creased more than four times before the commencement of 
a new eruption during the 1970 activity of Karensky vol- 
cano [21]. 

7.6. Variation in gas composition indicated by 
variations in ratios of component gases 

Changes in ratios such as S/Cl, Cl/F, 3He/20Ne and 
C02/C02+H2 have been examined because they may be 
useful precursors of change in eruptive activity of a vol- 
cano [54, 79, 89, 101, 1231. Large As/Se ratios [97] may 
be associated with volcanoes that have recently had large 
eruptions. Concentrations of S04, Ti Al, K, Na, Sn, Zn 
and Cr tend to decrease in Central American fumarolic 
condensates as the mean temperatures of the fumaroles 
decreases [39]. At White I&and gas composition has been 
related to cyclic variations in outlet temperature [45]. 
There were variations in trace metal and halogen ratios in 
magmatic gases through an eruptive cycle of the Pu’u 0’0 
vent, Kilauea, Hawaii, July-August 1985 [34]. 

8. COMPOSITION OF VOLCANIC 
EMANATIONS 

8.1. Overview 
Almost all the elements have been detected in volcanic 

gas, condensates or aerosols and many are found in ash 
leachates and in fumarolic incrustations. Estimates of gas 
flux or the percent of each of the gas constituents made in 
more recent years are an improvement on estimates in 
classical accounts of volcanic gas [4,6, 1321. 

The concentration of an element in a volcanic plume is 
of little significance relative to the volcanic tlux of the el- 
ement. Measured concentrations depend.on where in the 
plume the sample was taken and how much air had been 
admixed [30]. Estimates of volcanic gas llux have many 
shortcomings. Many are based on a published estimate 
of total SO2 flux, but all are not from the same estimate. 
In many instances the llux for degassing volcanoes is es- 
timated separately from that for active volcanoesand the 
definition of these may differ from author to author. 
There may be specific caveats in the estimates made for 
each gas. For CO2, for example [135], diffusive gas 
through flanks of volcanoes [3, 191 is not included. The 
amount of CO2 gas from such localities as Lake Nyos and 
other similar localities [46] is unknown. 
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8.2. Water 
Water, believed by most investigators to be the most 

abundant constituent of volcanic gas, is estimated to vary 
from 87-98% by volume [6]. most often’ 95% or more. 
Menyailov [personal communication 19921 believes that 
the average water in the gas from circumpacific volcanoes 
is 95-97 volume per cent. There has been some disagree- 
ment. Not over 50% has been suggested as the appropri- 
ate value 1261. A recent compilation of 18 analyses [48, 
1251 contains none from the main vent eruptions of sub- 
duction zone volcanoes but does include much of the best 
data available. The median for H20 is 78.5 mole per cent. 
An equal number of data are between 69-79% and 81-98%. 
A few estimates have been made for water flux at individ- 
ual volcanoes: 1300 tons per day at Paricutin and 39,000 
tons during its period of activity [373, 3.2 million tons 
from St. Helens [33] and 8500 tons per day (equivalent to 
3 Tgay-*) at White Island [loll where it was estimated 
that the SO2 discharge was about 1% of the total world 
discharge of 18.7 Tg*y-’ [76]. Information relative to the 
abundance of water has never been completely assembled. 
Indirect methods of estimation of the water flux as a per- 
cent of solid products erupted give estimates of the annual 
flux of water of the same order of magnitude despite the 
uncertainty in the figures on which such estimates are 
based [5, 161. 

The amount of water in volcanic plumes that is mag- 
matic is the subject of debate. In some fumaroles it 
seems to be. very large, b‘ased on isotopic evidence [125]. 
Ground water may supply the gas for eruptions which are 
then called phreatic. Large volcanic plumes erupted by St. 
Helens a month before the May 1980 eruption, were 
largely meteoric, the eruptions phreatic.. The ash was not 
new magmatic material. Only very small amounts of 
SO2 were. detected by COSPEC [113]. Lava which enters 
the sea may heat and react with the sea water to create 
acid-bearing aerosols [ 1021 

8.3. Major Constituents CO2, SOtr HCl, HF 
The annual subaerial flux of several of the major con- 

stituents of volcanic gas, CO2, SOa, HCl and HF has 
been estimated (Table 1). 

8.5. Less Common Constituents: CO, COS, 
HBr, Hz, He, H2S 

Both the concentration of CO, COS, HBr, He, H2S 
and H2 and their volcanic gas flux are poorly known. 
Estimates are in Table 2. In a compendium of basaltic 
volcanism [lo] it has been concluded that HZ. H2S and 
the noble gases are all present in minor concentrations, 
less than 0.1 mole per cent in gases from basaltic mag- 

mas. In a table of basaltic gas analyses by Taran and oth- 
ers [125, the median values for CO and H2S are respec- 
tively 0.57, and 1.72 mole per cent. Oxygen fugacity 
ranges from Ni-NiO to a half order of magnitude below 
quartz-magnetite-fayalite. Concentrations of minor 
species in volcanic gas are extremely sensitive to tempera- 
ture and oxygen fugacity within the NNO-QMF bounded 
region. Calculations of limiting compositions of vol- 
canic gas indicates that SO;! is favored by temperature 
above 800”, 02 fugacities above QMF and relatively an- 
hydrous conditions. H2S is favored by low temperature, 
low oxygen fugacities and higher water concentrations 
[411. 

The use of sulfur dioxide COSPEC measurements are 
the key to the estimates of the annual flux of Cl, C02, 
HCl and HF. The COSPEC allows the flux of SO2 to be 
measured but without measurement of any other con- 
stituent simultaneously. If however the ratio of a con- 
stituent with sulfur can be measured by some other 
method in a plume for which COSPEC information is 
available, the output of the ratioed element in the plume 
may be ascertained. The more common procedure is to 
estimate the ratio of an element with sulfur in as many 
volcanic plumes or hot fumaroles at sites of volcano de- 
gassing as possible. The average ratio is then applied to 
the latest COSPEC estimate of the annual flux of sulfur 
from all volcanoes to arrive at an annual flux from all 
volcanoes for the ratioed element. 

8.6. Metallic elements 
Annual flux data available for some metallic elements in 

volcanic gas (Table 3) are estimates usually derived from 
ratios with SO2 the flux of which has been measured. All 
estimates except for Hg are from few data. Patterson and 
Settle have data from two sites and four volcanoes. 
Phelan’s data in Table 3 is from six non-erupting volca- 
noes. Nriagu writes that his values are a good order of 
magnitude [91]. These annual fluxes of the metals for 
which estimates have been made (excluding Mn and Al) 
are all small, 7 to 15000 Megagrams (Tonnes) per year. 
The flux estimates in Mg per year of the 26 elements in 
Table 3 vary from less than 100 to 250,0001 For two of 
the elements the flux is less &an 100, for seven the flux 
is lOO-1CKKl for nine elements the flux is 1000-10.000 and 
for eight elements the flux is over 10,000. 

Ihe world Pb flux and PO/element ratios have also been 
used to estimate gas flux in a few instances [66]. The 
U3He ratio, a best estimate being 2~10~ is believed to be 
unfractionated during degassing. It has been used with the 
3He flux of the solid earth to estimate carbon tlux per year 
[75], (but see discussion [42]). 
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TABLE 2. Flux Estimates of Gases Exclusive of Major Constituents in Table 1 and Metals and Rock- 
Forming Elements in Table 3 

Gas Annual Flux Comments Reference 

co 0.02 Tg.y-1 (approximate) WI 
cos (all volcanoes) 0.006-0.09 Tg *y-l ml 
COS (erupting volcanoes) 350040,000 Mg* y-l WI 
H2 0.24Tg -y-l (said to be a poor estimate) ml 
H2S <l%ofSgas (exceptions cited) r1171 
HBr 0.0033 Tg y-’ [1151 
(3I4 0.34 Tgy-l (most common organic) [181 
2IOPo 50,000 Ci* y-l [~I 

TABLE 3. Mineral and Rock-forming Elements: Subaerial Flux 

Element Mgy-l Reference Element Mgy-l Reference Element Mg -y-I Reference 

AS 
Al 
Au 
Bi 
Bi 
Cd 
cd 
Cr 
Na 

3800 [91] cu 9400 
88000 cu 

FY ;g 
15000 

8 880 
1200 250000 

; 2 1ooo 1500 
820 45000 

1000 Mn 42000 
15000 ;: MO 400 

194000 [66l Zn 5000 

[91] Ni 
Ka pb 

[130] Pb 
b61 Sb 
Ml se 
WI ‘n 
WI w 
[911 zn 
ba 

14000 E9ll 
400 WI 

2500 
710 FE; 
240 
200 z 

53 [97l 
[911 

The daily flux for many elements for which annual 
flux estimates are not available have been estimated at 
each of four volcanoes: Erebus [63], White Island [127], 
Etna [15] and Merapi [119]. Symonds [121] has used 
Augustine data and equilibrium calculations to estimate 
the emission rates of many species. There is wide varia- 
tion in flux at the different localities. 

There are analyses of elements in volcanic gas from di- 
verse locations without estimation of any flux values. 
Many elements, for which there are no estimates of flux, 
were detected at Tolbachik [80]: Ce, Eu, Ga, I-If, La, Lu, 
Pt, Sm, Sn, Ti, Ba. In Hawaii OS and Re and Ir [140] 
have been detected. Information reg‘arding the radioactive 
elements 210Pb, 210Bi and 2toPo, daughter products of 
222Rn is derived from the work of L‘ambert, Andouin and 
Polisan [65]. 

9. ESTIMATE OF SUBAERIAL VOLCANIC 
GAS COMPOSITION AND FLUX 

Variation in volcanic gas data emphasizes the difliculty 
in arriving at estimates of annual subaerial volcanic gas 
flux. Quantitative information in Table 1 suggests that 
the annual tlux of the major constituents excluding water, 
CO2, SOS, HCI, HF, is 84-100 Tg*y-l. The con- 
stituents, weight percent, calculated water free, are 65-77% 
CO2, 19-22% SO2, 0.5-11% HCl, O.Ol%-6% HF. If we 
assume that H20 is 95% volume percent in volcanic gas, 
an assumption open to question, the weight percent of wa- 
ter is approximately 88%. If 88% by weight of the an- 
nual gas flux from subaerial volcanoes is H20, the weight 
of volcanic gas emitted annually is approximately 800 
Tgay-l. This gas, calculated from the annual llux esti- 



mates, is composed, by weight, of CO2, 8%; SO2, 3%: 
HCl, 1%; HF, less than 0.1%; and H20, 88%. together 
with at most a very few percent of gases for which there is 
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inadequate quantitative information. These include H2, 
CO, H2S, COS, CH4 and HBr. There is also very small 
amounts of the metals. 
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Properties and Composition of the Terrestrial Oceans and 
of the Atmospheres of the Earth and Other Planets 

Bruce Fegley, Jr. 

1. PHYSICAL PROPERTIES AND COMPOSITION for the deeper regions of the oceans. This transition region 
OF THE TERRESTRIAL OCEANS is known as the thermocline. 

Geographical data on the areas, volumes, and depths of the 
major ocean basins are summarized by Turekian [209]. 
Many physical properties of seawater are summarized by 
Cox [49] and Riley [ 1821. The major element composition 
of seawater is reviewed by Wilson [2 161. A comprehensive 
discussion of the chemistry of the atmosphere-ocean sys- 
tem, of continental weathering, riverine inputs to the 
oceans, and the composition of sea water over geologic 
time is given in two books by Holland [105,106]. Many in 
depth reviews of different aspects of the chemistry of 
seawater are given in the multivolume series Chemical 
Oceanography, most recently edited by Riley and Chester. 

The temperature of ocean surface waters depends on the 
geographic location and season of the year. It is also af- 
fected by the presence of oceanic currents which transport 
waters from northern or southern latitudes. Thus, surface 
waters in the Gulf Stream still have relatively high tem- 
peratures at northern latitudes. The deeper regions of the 
oceans, below about 1 km depth, have a nearly constant 
temperature of 275-277 K due to their origins in high lati- 
tudes around Greenland and the Antarctic continent. Be- 
tween about 100 meters depth, the bottom of the well 
mixed layer, and 1 km depth, the temperature of sea water 
decreases nearly monotonically to the low values typical 
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The salinity of ocean water is about 35 parts per thousand 
by mass (35 %o); variations from about 33 %O to 38 %O are 
observed in the open oceans. As illustrated in Table I, the 
composition of sea water is dominated by the six elements 
Cl, Na, S, Mg, Ca, and K. Despite the observed variations 
in salinity, their concentrations relative to one another are 
essentially constant. These elements and the other elements 
in sea water which behave similarly are conservative ele- 
ments. Variations in their concentrations can be explained 
solely by either the addition or subtraction of pure water to 
the oceans. Because of this conservative behavior the 
salinity of sea water can be determined by measuring the 
content of chloride, the most abundant anion in sea water. 
The salinity (S) is related to the chlorinity (Cl) by the ap- 
proximate equation S(%O) - 1.805 Cl(%o) + 0.030, where 
both S and Cl are in g/kg of sea water. Cox [49] describes 
several methods, including conductivity measurements, for 
more accurate and precise measurements of the salinity of 
sea water. 

Other elements display variable concentrations relative to 
local salinity and are nonconservative. Several of these ele- 
ments such as C, N (as nitrate), Si, and P are nutrients, and 
are generally depleted in surface waters and are enriched in 
deeper regions. Many other elements (e.g., Cr, Mn, Fe, Co, 
Ni, Cu, Zn, Sr, Cd) have vertical concentration profiles 
similar to those of the nutrient elements. However, it is not 
always clear if this similarity is due to passive processes 
(e.g., coprecipitation, adsorption on dead sinking organ- 
isms) or to active biochemical processes. For example, 
growth of phytoplankton is apparently limited by the avail- 
ability of Fe. On the other hand, Al also displays nutrient- 
like profiles but this is probably due to surface inputs by 
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TABLE 1. Chemical Composition of Seawater”b 

At. Ele- Dissolved Mean Notes & 
No. ment Form Concentration References 
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1 H 

2 He 

3 Li 

4 Be 

5 B 

6 C 

7 N 

8 0 

9 F 

10 Ne 

11 Na 

12 Mg 

13 Al 

14 Si 

15 P 

16 S 

17 Cl 

18 Ar 

19 K 

20 Ca 

21 SC 

22 Ti 

23 V 

24 Cr 

25 Mn 

26 Fe 

27 Co 

28 Ni 

29 Cu 

30 Zn 

31 Ga 

32 Ge 

33 As 

34 Se 

HZ 
Dissolved He 1.9 nmole/kg 

178 Pdk 
0.2 nglkg 

Inorganic boron 4.4 mg/kg 

Total CO, 2200 umole/kg 

N2 590 umole/kg 

NO, 30 umolekg 

Dissolved 0, 150 umole/kg 

Fluoride 1.3 mg/kg 

Dissolved Ne 8 nmole/kg 

10.781 g/kg 

1.28 g/kg 

1 cl&! 
Silicate 110 umole/kg 

Reactive phosphate 2 umole/kg 

Sulfate 2.712 g/kg 

Chloride 19.353 g/kg 

Dissolved Ar 15.6 umole/kg 

399 mg/kg 

415 mg/kg 

<l rig/kg 

<l n&kg 

<I Pii& 
330 ngikg 

10 “g/kg 

40 nglkg 

2 wk 
480 nglkg 

120 rig/kg 

390 ngfkg 

7-60 rig/kg 

5&k 

As(V) 2 I@% 
Total Se 170 rig/kg 

biogenic or hydrothermal origin 

non-nutrient dissolved gas 

conservative 

increases with depth 

conservative 

nutrient 

non-nutrient dissolved gas 

nutrient 

biologically controlled profile 

conservative 

non-nutrient dissolved gas 

conservative 

conservative 

nutrient-like profile 

nutrient 

nutrient 

conservative 

conservative 

non-nutrient dissolved gas 

conservative 

conservative (1 st. approx.) 

conservative 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

[I641 
correlated with silicate 

nutrient-like profile 

correlated with phosphate 
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TABLE 1. (continued). 

At. Ele- Dissolved Mean Notes & 
No. ment Form Concentration References 

35 Br 

36 Kr 

37 Rb 

38 Sr 

39 Y 

40 Zr 

41 Nb 

42 MO 

44 Ru 

45 Rh 

46 Pd 

47 Ag 

48 Cd 

49 In 

50 Sn 

51 Sb 

52 Te 

53 I 

54 Xe 

55 cs 

56 Ba 

57 La 

58 Ce 

59 Pr 

60 Nd 

62 Sm 

63 Eu 

64 Cd 

65 Tb 

66 Dy 

67 Ho 

68 Er 

69 Tm 

70 Yb 

71 Lu 

Bromide 

Dissolved Kr 

67 mg/kg 

3.7 nmole/kg 

124 pgk 
7.8 mg/kg 

13 “g/kg 

<I I%@ 

1 wk 

11 Piei! 
-1 rig/kg 

Total Te 

0.2-0.7 pmole/kg 

3 nglkg 

70 ngfkg 

0.2 rig/kg 

0.5 rig/kg 

0.2 Ki& 
0.6- 1.3 pmole/kg 

59Kdk 
0.5 nmole/kg 

0.3 rig/kg 

11.7 pg/kg 

4 nglkg 

4 nglkg 

0.6 rig/kg 

4 w&z 
0.6 nglkg 

0.1 rig/kg 

0.8 nglkg 

0.1 rig/kg 

1 nglkg 

0.2 ngikg 

0.9 nglkg 

0.2 nglkg 

0.9 ngfkg 

0.2 nglkg 

conservative 

non-nutrient dissolved gas 

conservative 

correlated with phosphate 

conservative (1 st approx.) 

conservative 

[I41 

u321 

correlated with phosphate 

anthropogenic 

conservative 

[I331 
correlated with phosphate 

non-nutrient dissolved gas 

conservative 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 

nutrient-like profile 
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At. Ele- Dissolved 
No. ment Form 

TABLE 1. (continued). 

Mean Notes & 
Concentration References 

72 Hf 

73 Ta 

74 w 

75 Re 

76 OS 

77 Ir 

78 Pt 

79 Au 

80 Hg 

81 Tl 

82 Pb 

83 Bi 

90 Th 

92 U 

~8 nglkg 

~2.5 nglkg 

4 n&z 
7.2-7.4 r&kg conservative, [ 1] 

50- 150 fmole/liter [75] 

6 4% correlated with silicate 

12 rig/kg conservative 

1 n&k anthropogenic 

10 rig/kg 

CO.7 nglkg 

3.2 pgk conservative 

“Modified from [ 1791 

bAbbreviations: mg/kg = 10.‘g/kg, pg/kg = IO-“g/kg, rig/kg = IO-‘g/kg, pmole/kg = 10~‘zmole/kg, 
fmole/l = 1 O-‘5mole/liter 

dust and decreases at depth as a result of scavenging by or- 
ganic particulates and by sedimentation of mineral grains. 

Dissolved gases generally have abundance patterns that 
are initially controlled by their solubility in surface waters 
at the ambient temperature and gas partial pressure. The 
mixing produced by waves can also lead to trapping of air 
bubbles, which will introduce a deviation from the solubil- 
ity controlled abundance. The exceptions to this behavior 
are gases such as O,, CO,, CO, H,S, H,, N,O, and N, 
which are involved in biological processes. For example, 
the O2 concentration is higher in surface waters where it is 
produced by photosynthesis and is lower in deeper regions 
where it is consumed by respiring organisms. 

Quinby-Hunt and Turekian [ 1791 discuss several other 
factors which also affect the vertical profiles of some ele- 
ments in sea water. Radionuclides produced from fission 
and fusion bombs (e.g., tritium (T), the bomb component 
of 14C, 9oSr, ‘37Cs, Pu) are supplied to the ocean from the at- 
mosphere and coastal sources. As a consequence their con- 
centrations decrease with increasing depth in the oceans. 
Likewise, the concentration of Pb, which is an anthropo- 
genie input to the oceans, displays similar behavior. On the 
other hand, the major source for ‘He is at oceanic spread- 

ing centers; infalling cosmic dust and meteorites are esti- 
mated to contribute ~25% of the ‘He in the oceans [140]. 
Removal processes at the sea floor also influence the distri- 
bution of some trace elements and nuclides. 

To a first approximation, chemical equilibria between at- 
mospheric CO,, dissolved carbonate and bicarbonate, and 
CaCO,(s) are responsible for controlling the pH of the 
oceans. The relevant equilibria and equilibrium constants 
at 298 K are 

COz(g) = CO:!(md 

K,, = IO-’ 43 

C02(uq) + H20 = H+(aq) + HCO;(aq) 
K,, = 1 O-6 35 

HCO&q) = H+(aq) + CO; -(uq) 
K,, zz l(--‘o’3 

CuCO3(s) = Cd’(uq) + co:-(uq) 
K,, = 1 O-8 34 

If this system of equations is solved using the constraints 
of mass balance, chemical equilibrium, and charge bal- 
ance, the derived pH for the observed CO, partial pressure 
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TABLE 2. Physical Properties of Planetary Atmospheresk 

Planet/Sate Surface Tern- Surface Pres- Surface Grav- Mean Mol. Pressure Scale 
llite perature (K) sure (Bars) ity (cm s”) Wt. (g mole-‘) Height (km)h 

Mercurya 590-725’ <lo-‘* 372 species species 
dependent dependent 

Venusb 737 95 887 43.45 15.9 

Earth” 288 1.01 978 28.97 8.5 

Marsd 215 -6.36 mbars 372 43.34 11.1 

Jupiter” 165t5(1 bar) adiabat P>l bar 2312 2.22 27 

Saturn” 134k4 (1 bar) adiabat P>l bar 896 2.07 59.5 

Uranus” 76k2 (1 bar) adiabat P>l bar 869 2.64 27.7 

Neptunee 7 1.5+2 (1 bar) adiabat P> 1 bar 1100 2.53-2.69 19.1-20.3 

Plutof -5O(?) -3 pbars(?) 40(?) -16-25(?) -60 

Titan” 94 1.5 135 -28.6 -20.2 

Triton’ 3 824 16*3pbars 78 -28(?) -14.4(?) 

“Values from [212]. 

bValues from [ 1861. 

“Values from [214]. 

dVaIues from [7]. The CO, pressure varies by about 37% due to the annual condensation into & subli- 
mation out of the polar caps. 

“Values for the temperatures at I bar and the equatorial surface gravity for the Jovian planets are from 
[135]. The Jovian planets do not have a solid surface. The observed P,T profiles are adiabatic below 
the tropopauses and the necessity to transport the observed heat fluxes out of the planets (except Ura- 
nus) requires adiabatic P,T profiles at lower levels below those directly probed by spacecraft. An adia- 
batic profile is also assumed in theoretical models of Uranus [ 1751. 

%alues from [ 1081. The lower value for the mean mol. wt. corresponds to a pure CIH, atmosphere, the 
upper value is that chosen by [IO8]. 

gValues from [ 1091. 

“The pressure scale height values are either at the planetary surface or at the 1 bar level. 

‘Temperature of the sunward side of Mercury 

jData from [29,95,21 I]. 

‘(?) indicates that the value is uncertain 

(- 0.34 mbars) is about 8.4. This is close to the value of - 
8 observed in sea water. 

depletes Ca) and by hydrothermal exchange. Potassium is 

The concentrations of the major conservative elements in 
apparently removed by ion exchange with clay minerals to 
form illite and by some reactions with basalt, but its mass 

sea water are controlled by a balance between riverine in- 
puts and various loss processes For example, most Na and 
Cl are removed from the oceans in pore waters in ocean 
sediments, as sea spray, and as evaporites. Magnesium is 
mainly removed by hydrothermal exchange. Sulfur is de- 
pleted by the deposition of biogenic sediments (which also 

balance is not well understood. 

2. COMPOSITION OF THE ATMOSPHERES OF 
THE EARTH AND OTHER PLANETS 

This section presents physical and chemical data on the at- 
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mospheres of the Earth, the other planets, Titan, the largest 
satellite of Saturn, and Triton, the largest satellite of Nep- 
tune. The physical properties of the different planetary at- 
mospheres are summarized in Table 2; their chemical and 
isotopic compositions are summarized in Tables 3-13. The 
data in these tables come from various sources. Composi- 
tional data on the terrestrial atmosphere are obtained from 
direct measurements at ground level, from balloons and 
high flying aircraft, ground-based spectroscopy, and satel- 
lite measurements. Earth-based remote sensing and in situ 
spacecraft measurements provide the data for the other 
planets, Titan, and Triton (e.g., see Hanel et al [98] for a 
review of infrared remote sensing techniques). Schematic 
P,T profiles for Venus, Earth, Mars, and Titan are illus- 
trated in Figure 1 and those for the four Jovian planets are 
displayed in Figure 2. The properties of the different 
planetary atmospheres are discussed below in order of in- 
creasing radial distance from the Sun. 

2.1 Mercury 
The planet Mercury has a very tenuous atmosphere com- 
posed of atomic H, He, 0, Na and K. Dayside number den- 
sities are 100 to 40,000 atoms cm” , about two orders of 
magnitude lower than the Mariner 10 radio occultation up- 
per limit of P < lo-‘* bars. The atoms in the Mercurian at- 
mosphere come from the solar wind (H, He) and from 
evaporation of meteoritic material (0, Na, K) impacting 
the surface. Recent descriptions of the properties of the 
Mercurian atmosphere are given in Vilas et al [2 121 and 
Sprague [192]. 

2.2 Venus 
The chemical composition of the Venusian atmosphere and 
the probable sources and sinks for the gases in it are listed 
in Table 3. The isotopic composition of the Venusian at- 
mosphere is summarized in Table 4. A comprehensive re- 
view of the chemistry and spectroscopy of the atmosphere 
of Venus is given by Von Zahn et al [213]. This has re- 
cently been updated by Fegley and Treiman [77]. 

The abundance of SO, (Table 3) decreases with increas- 
ing altitude above 48 km (the main cloud base) due to its 
photochemical conversion to H,SO, droplets which make 
up the global cloud layer. At cloud top levels (-70 km) the 
SO, abundance is 100 ppb or less, and has been decreasing 
with time during the 19781992 period [ 1541. The water 
vapor abundance also decreases above the cloud base to 
typical values of a few ppm at cloud top levels [213]. As 
indicated in Table 3, the H,O abundance is also altitude de- 
pendent in the sub-cloud atmosphere. It decreases from 
values of about 150 ppm at 42 km to values of about 20 
ppm at the surface [60,153]. The cause(s) for this profile 
is/are controversial; formation of another hydrogen bearing 
gas or atmosphere-surface reactions may be involved. The 
ongoing controversy about the abundance and vertical pro- 
file of water vapor on Venus is discussed by Fegley and 
Treiman [77]. Data from the Pioneer Venus (PV) and Ven- 
era 11/12 spacecraft [87,149,172] also show an apparent 
decrease in the CO abundance with decreasing altitude. 
The Kr abundance given in Table 3 is also a subject of de- 
bate. Inconsistent Kr abundances were obtained by the PV 
Large Probe neutral mass spectrometer and the Venera 

log, o Pressure (Bars) 

Temperature (K) 

Fig. 1. Schematic P,T profiles for the atmospheres of Venus, Earth, Mars, and Titan. Data from Seiff 
(1983), War-neck (1988), Barth (1985), and Linda1 et al (1983). 
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1 l/l2 mass spectrometers [2 131. The values given in Table 
3 reflect Donahue’s analysis of the PV data [59]. 

The isotopic ratios in Table 4 for C, N, 0, Cl, and 
36Ar/3sAr are identical to the terrestrial values within the 
uncertainties of the measurements. However, the isotopic 
ratios for D/H, 2@Ne/22Ne, and 40Ar/36Ar are not identical. 
The D/H ratio on Venus is about lOO- 120 times larger than 
the D/H ratio of the Earth as defined by standard mean 
ocean water (SMOW, see Table 6). The 2@Ne/22Ne ratio is 
also larger and is closer to the assumed solar value [174]. 
The 40Ar/36Ar ratio is about 300 times smaller than the ter- 
restrial value. No information is available on the 3He/4He 
ratio. The implications of the isotopic data for the origin 
and evolution of the atmosphere of Venus have been ex- 
tensively discussed [ 134,174]. 

2.3 Earth 

Table 5 summarizes the chemical composition of impor- 
tant constituents in the non-urban terrestrial troposphere, 
Figure 3 displays vertical abundance profiles for important 
minor and trace gases in the terrestrial stratosphere, and 
Table 6 summarizes the isotopic composition of the noble 
gases in the terrestrial atmosphere and of terrestrial stan- 
dards for isotopic analysis of H, C, N, 0, and Cl for com- 
parison with data for other planetary atmospheres. 
Chamberlain and Hunten [33] summarize atmospheric 
chemistry, dynamics, and spectroscopy. Terrestrial atmos- 
pheric chemistry is summarized by Warneck [214]. The 
different chemical compounds found in the terrestrial at- 
mosphere are tabulated by Graedel [90]. 

The terrestrial atmosphere is divided into several regions, 
primarily on the basis of temperature. The troposphere is 
the region closest to the surface where temperature de- 
creases with altitude. The gradient (lapse rate) is about 6.5 
K/km up to the tropopause, at about 12 km, where the 
mean temperature is about 216 K (see Figure 1). The re- 
gion immediately above the tropopause is the stratosphere. 
In contrast to the troposphere which contains about l-4 % 
water vapor by volume, the stratosphere is extremely dry 
due to the cold trap at the tropopause. The stratosphere is 
also characterized by a temperature increase with increas- 
ing altitude up to the stratopause (at about 50 km) where 
the temperature peaks. The temperature rise is due to ab- 
sorption of solar ultraviolet radiation by 0,. The meso- 
sphere, where temperature again decreases with altitude, 
lies between 50-80 km. The thermosphere where strong 
heating occurs due to absorption of solar UV radiation, 
leading to extensive photodissociation and photoionization 
of N, and O,, is at about 80- 100 km. 

Important aspects of tropospheric chemistry include bio- 
geochemical cycles such as those involving carbon, water, 

10000’ ’ ’ 1 ’ ’ ’ ) - ’ ’ ’ ) ’ ’ ‘ 
0 50 100 150 200 

Temperature (K) 

0.1 
-Jupiter 

Fig. 2. Schematic P,T profiles based on Voyager radio 
occultation data for the atmospheres of the Jovian planets 
(Linda1 1992). 

nitrogen, and sulfur and the production and destruction of 
various trace gases (e.g., CH,, other hydrocarbons, SO,, re- 
duced sulfur gases, NO,, 0,). Important greenhouse gases 
produced naturally or via human activity in the tro- 
posphere are CO,, CH,, N,O, and the halocarbons. The OH 
radical plays an important role in the production and de- 
struction of many trace gases as the major oxidizer in 
tropospheric chemistry. Hydroxyl radicals in the tro- 
posphere are produced from the photolysis of 0, to pro- 
duce electronically excited 0 atoms which subsequently 
react with H,O to produce two OH radicals from each wa- 
ter molecule. The globally averaged mean OH concentra- 
tion in the troposphere is about 10” OH per cm3. 

Stratospheric chemistry is closely connected to the 0, 
layer at 15-35 km, which both shields the Earth from bio- 
logically harmful solar UV radiation shorter than about 
300 nm and also dissipates the absorbed radiation as heat. 
The 0, distribution in the stratosphere is controlled by a 
balance between production and destruction and by the 
transport of 0, from regions of net production to regions of 
net destruction. In the absence of other perturbing influ- 
ences, the production and destruction of 0, involves the 
four reactions of the Chapman cycle: 

02+hv(h=180-240nm )+O+ 
O+O2fM+O3+M 
03+hv(h=200-300nm )+ 02+ 
0+03+02+02 

This cycle is perturbed by the presence of other trace 
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Gas 

TABLE 3. Chemical Composition of the Atmosphere of Venus 

Abundance Source(s) Sink(s) Notes & References 

co2 
N* 
SO,” 

H,O 

Ar 

CO” 

He 

Ne 

H,S” 

HDO 

96.5*0.8% 

3.5+0.8% 

185k43 ppm 

130+35 ppm 

150 ppm 

60 ppm 

20 wm 

40 mm 
70*25 ppm 

45*10 ppm 

30+18 ppm 

20*3 ppm 

28*7 ppm 

17*1 ppm 

45 wm 
12 1-24 

-8 mm 
7*3 ppm 

3rt2 ppm 

1.3*0.2 ppm 

Outgassing 

Outgassing 

Photochemistry & 

Outgassing 

Outgassing 

Outgassing, primordial --- 

CO, photolysis Photooxidation 

Outgassing (U, Th) 

Outgassing, primordial 

Outgassing (FeS, ) 

Outgassing 

HCl 0.6hO.12 ppm Outgassing 

0.4 ppm 

0.5 ppm 

COS” 0.3 ppm Outgassing (FeS, ) 

Kr -25 ppb Outgassing, primordial 

SO” 20+10 ppb Photochemistry 

s,.,= 20 wb Outgassing 

HF 5’5.2 5 ppb Outgassing 

4.5 ppb 

Xe -1.9 ppb Outgassing, primordial 

Carbonate formation [2 131 
--- ]2131 
H,SO, formation & 22km, [ 1721 

CaSO, formation ~42 km, [87] 

H escape & 42 km, [I531 

Fe’+ oxidation 22 km, [153] 

0 km, [153] 

35-45 km, [19] 

]2l31 
cloud top, [40] 

42 km, [172] 

22 km, [I721 

36-42 km, [87] 

12 km, [149] 

35-45 km, [19] 
--- ]2l31 
--- ]2l31 
Conversion to SO, ~20 km, [ 1021 

H escape sub-cloud, [5 l] 

Cl mineral formation cloud top, [39] 

cloud top, [56] 

35-45 km, [19] 

Conversion to SO, 35-45 km, [19] 
--- [611 
Photochemistry cloud top, [ 1541 

Conversion to SO, ~50 km, [ 1521 

F mineral formation cloud top, [39] 

35-45 km, [19] 
___ [59,174] 

“Abundances of these species are altitude dependent. See [2 131 and [77] for detailed information. 
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TABLE 4. Isotopic Composition of the Atmosphere of Venus” 

Isotopic Ratio Observed Value Notes & References 

D/H 

‘2C/‘3C 

14N/15N 

‘60/‘80 

*“Ne/**Ne 

35cl/37cl 

36Ar/38Ar 

40Ar/36Ar 

1.6*0.2 % Pioneer Venus MSb [62] 

1.9~1~0.6 % IR spectroscopy [5 1] 

86&12 IR spectroscopy [ 181 

88.341.6 Venera 1 l/12 MS [1 IO] 

273*56 Pioneer Venus MS [IO11 

sooZt25 Pioneer Venus MS [ 1021 

5oo+so IR spectroscopy [ 181 

11 JUo.7 Pioneer Venus MS [59] 

2.9*0.3 IR spectroscopy [39,2 191 

5.56i-0.62 Pioneer Venus MS [59] 

5.08hO.05 Venera I l/l2 MS [1 lo] 

1.03*0.04 Pioneer Venus MS [ 1021 

1.19*0.07 Venera 1 l/l2 MS [1 IO] 

“No kotopic compositions are available for Kr and Xe on Venus. 

bMS = Mass Spectrometer 

gases, notably the oxides of Br, Cl, H, and N, which are in- 
volved in the gas phase catalytic destruction of 0, in the 
stratosphere. These cycles are more rapid than the 0, loss 
in the Chapman cycle and are the dominant 0, loss proc- 
esses. The gas phase catalytic cycles involving oxides of 
halogens are exemplified by the following reaction 
sequence: 

Cl+03 + c10+02 

CIO+O-+C1+02 
0+03 +202 

The reactive halogens involved in these cycles come from 
photochemical destruction of halocarbon gases, such as 
CF,CI, and CFCI,, which are anthropogenic emissions 
transported upward into the stratosphere. As shown in Ta- 
ble 5, the atmospheric concentrations of many halocarbon 
gases are increasing at the rate of several percent a year. 

The HO, and NO, catalytic cycles for 0, destruction are 
exemplified by the reaction sequences below: 

OH+ O3 + HO2 + O2 
HO2 i-03 -+ OH+202 
03+&+302 

03+hv--+0+02 
O+N02 +02+NO 
NO+03 +NO2+02 
03+03+302 

The major source of stratospheric OH is the reaction of 
O(‘D) atoms with H,O, which is either transported from 
the troposphere or produced via CH, oxidation in the 
stratosphere. At present, the major source of stratospheric 
NO, is N,O transported upward from the troposphere. 

Recently (1985-1992) ozone depletions have been ob- 
served to occur in the Antarctic stratosphere during south- 
em spring. These depletions are due to heterogeneous 
reactions on the surfaces of polar stratospheric clouds 
which convert relatively inert chlorine reservoir molecules 
such as ClONO, and HCI into highly reactive species such 
as HOC], Cl,, and GINO,, which release Cl-bearing radi- 
cals upon photolysis. These radicals then deplete ozone via 
gas phase catalytic cycles such as those illustrated above. 
The current status of ozone monitoring and of the apparent 
decreases at different geographic locations is reviewed by 
Stolarski et al [ 1931. 

The isotopic composition of the noble gases in the terres- 
trial atmosphere and of terrestrial standards for isotopic 
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TABLE 5. Chemical Composition of the Terrestrial Troposphere”b 

Gas Abundance* Source(s) Sink(s) Notes & References 

W 

0, 

W 
Ar 

co, 
Ne 

4He 

CH4 

Kr 

K 

W 

co 

Xe 

0, 
HCl 

lsoprene, etc. 

C,H,, etc 

78.084% 

20.946% 

<4% 

9340 ppm 

350 ppm 

18.18 ppm 

5.24 ppm 

1.7 ppm 

1.14 ppm 

0.55 ppm 

-320 ppb 

125 ppb 

87~'~ 
-10-100 ppb 

-1 wb 
-1-3 ppb 

-3-80 ppb 

HP, -0.3-3 ppb 

C,H,, etc -0.2-3 ppb 

C,H,, etc -0.1-6 ppb 

C,H, etc 

NH, 

m03 
CH,Cl 

cos 

NO, 
CF,Cl, (F12) 

CFCl, (Fl 1) 

CH,CCl, 

ccl, 

CF, (F14) 

CHClF, (F22) 

W 

-0.1-l ppb 

0.1-3 ppb 

-0.04-4 ppb 

612 ppt 

500 ppt 

-30-300 ppt 

300 ppt 

178 ppt 

157 ppt 

121 ppt 

691W 

59 PPt 
30-100 ppt 

C&F, (F113) 30-40 ppt 

Denitrifying bacteria 

Photosynthesis 

Evaporation 

Outgassing (40K) 

Combustion, biology 

Outgassing 

Outgassing (l-J, Th) 

Biology & agriculture 

Outgassing 

H,O Photolysis 

Biology 

Photochemistry 

Outgassing 

Photochemistry 

Derived from sea salt 

Foliar emissions 

Combustion, biomass 
burning, grasslands 

Photochemistry 

Combustion, biomass 
burning, oceans 

Combustion, biomass 
burning, oceans 

Anthropogenic 

Biology 

Photochemistry (NO,) 

Ocean, biomass burning 

Biology 

Combustion, biology 

Anthropogenic 

Anthropogenic 

Anthropogenic 

Anthropogenic 

Anthropogenic 

Anthropogenic 

Biology 

Anthropogenic 

Nitrogen fixing bacteria 

Respiration & decay 

Condensation 

--- 

Biology 
--- 

Escape 

Reaction with OH 
--- 

H atom escape 

Photolysis (stratosphere) 

Photochemistry 
--- 

Photochemistry 

Rainout 

Photooxidation 

Photooxidation 

Photochemistry 

Photooxidation 

Photooxidation 

Photooxidation 

Wet & dry deposition 

Rainout 

Reaction with OH 

Photodissociation 

Photooxidation 

Photolysis (stratosphere) 

Photolysis (stratosphere) 

Reaction with OH 

Photolysis (stratosphere) 

Photolysis (upper atm.) 

Reaction with OH 

Photooxidation 

Photolysis (stratosphere) 

[2141 

[2141 
variable 

Cl731 
Keeling et al 1984 

[I731 

[I731 
+l%/yr, [70] 

[I731 

w41 

[2141 

[2141 

[I731 

[2141 

[2141 

f2141 

[2141 

[I871 

[2141 

[2141 

[2141 

w41 

12141 

[I761 

[2141 

12141 
+5.l%/yr, [176] 

+5.l%/yr, [176] 

+4.4%/yr, [ 1771 

+1.3%/yr, [ 1761 

+2.0%/yr, [ 1761 

+10.9%/yr, [176] 

[2141 

+11.5%/yr, [176] 
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Gas Abundance* Source(s) 

TABLE 5. (continued). 

Sink(s) Notes & References 

CH,Cl, 30 PPt 

CH,ClCH,CI 26 ppt 

CH,Br 22 PPt 
so* 20-90 ppt 

CHCl, 16 PP~ 
cs2 -15 ppt 

C&F, (F114) 14 ppt 

C,H,Cl 12 PPt 
CHClCCl, 7.5 ppt 

W&M 5-60 ppt 

C&IF, (Fl15) 4 ppt 

C,F, (Fllb) 4 PPt 
CCIF, (F13) 3.3 ppt 

CHJ -2 PPt 
CHCl,F (F21) 1.6 ppt 

CClF,Br 1.2 ppt 

Anthropogenic 

Anthropogenic 

Ocean, marine biota 

Combustion 

Anthropogenic 

Anthropogenic 

Anthropogenic 

Anthropogenic 

Anthropogenic 

BioIogy 

Anthropogenic 

Anthropogenic 

Anthropogenic 

Ocean, marine biota 

Anthropogenic 

Anthropogenic 

Reaction with OH 

Reaction with OH 

Reaction with OH 

Photooxidation 

Reaction with OH 

Photooxidation 

Photolysis (stratosphere) 

Reaction with OH 

Reaction with OH 

Photooxidation 

Photolysis (stratosphere) 

Photolysis (upper atm) 

Photolysis (stratosphere) 

Photolysis (troposphere) 

Reaction with OH 

Photolysis (stratosphere) 

w41 

~2141 

vi41 
marine air, [2 141 

w41 

w41 

~141 

vi41 

w41 
marine air, [2 141 

w41 

w41 

w41 

12141 

w41 
+20%/yr, [ 1761 

“Abundances by volume in dry air 

bAbbreviations: ppm = parts per million, ppb = parts per billion, ppt = parts per trillion 

10 
108 109 10’0 101’ 10’2 10’3 10’4 1015 

CONCENTRATION fnumber cm.31 

Fig. 3. Vertical concentration profiles for important minor and trace gases in the terrestrial 
Note the two different concentration scales. The total number density at 10 km altitude is 
total number density at 50 km altitude is 1016,‘. From Turco (1985). 

stratosphere. 
1O’8.9 and the 
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TABLE 6. Isotopic Composition of the Noble Gases in the Terrestrial Atmosphere and of 
Terrestrial Standards for Isotopic Analyses 

Isotonic Ratio Observed Value Notes & References 

(1.5576*0.0005) x 1O-4 

(1.399*0.013) x 1o-6 

89.01*0.38 

272.0+0.3 

2681.80+1.72 

498.71k0.25 

9.800*0.080 

(2.899*0.025) x 10.’ 

3.1273*0.1990 

5.32OkO.002 

296.0*0.5 

(6.087*0.002) x 1O-3 

3.960*0.002 % 

20.217*0.021 % 

20.136*0.021 % 

30.524kO.025 % 

(3.537~0.0011) x 10” 

(3.300*0.017) x 10” 

7.136kO.009 % 

98.32*0.12 % 

15.136*0.012 % 

78.90&O. 11 % 

38.79*0.06 % 

32.94*0.04 % 

SMOW [96] 

[I481 

ilO41 
air [113] 

SMOW [ 1041 

SMOW [ 1041 

F91 

Lb91 

11041 

[I551 

P551 

[91 

[91 

[91 

[91 

191 

[I731 

[I731 

u731 

[I731 

[I731 

[I731 

[I731 

[I731 

analysis are listed in Table 6. Atmospheric N, is the stan- 
dard for nitrogen isotopes, but H, C, and 0 gases in the ter- 
restrial atmosphere are isotopically fractionated relative to 
the standard isotopic ratios. Atmospheric 0, is enriched in 
“0 relative to SMOW, an effect which is believed to be 
due to biological activity. This is a mass fractionation ef- 
fect. However, stratospheric 0, is more enriched in “0, 
than expected for mass fractionation. The exact nature of 
the enrichment (e.g., the symmetric or asymmetric form of 
‘80’602) and its cause are currently debated [89,117]. The 
isotopic composition of the terrestrial atmosphere and pos- 
sible mechanisms for explaining the observed fractiona- 
tions are reviewed by Kaye [ 1171. The systematics of 

stable isotopes in precipitation are reviewed by Dansgaard 
[501. 

2.4 Mars 
Table 7 summarizes the chemical composition of the Mar- 
tian atmosphere and the probable sources and sinks of the 
gases in it. Carbon dioxide, the dominant atmospheric con- 
stituent, annually condenses into and resublimes from the 
Martian polar caps. This process produces a global pres- 
sure change of about 37% relative to the global mean pres- 
sure of 6.36 mbars. As a consequence the mixing ratios, 
but not the column densities of the non-condensible gases 
are seasonally variable. The abundances of two other con- 
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TABLE 7. Chemical Composition of the Atmosphere of Marsa 

Gas Abundance Source(s) Sink(s) Notes & References 

CO, 95.32% Outgassing & evaporation Condensation [124,168] 

N 2.7% Outgassing Escape as N U681 
Ar 1.6% Outgassing (““K) --- [1681 
02 0.13% CO, Photolysis Photoreduction [6,32,205] 

CO 0.08% CO, Photolysis Photooxidation [35,114,115] 

H,Ob -2 10 ppm Evaporation & desorption Condensation & [ 112,116] 
adsorption 

NO -100 ppm Photochemistry (N2, CO,) Photochemistry 120 km, [ 1561 

Ne 2.5 ppm Outgassing, primordial --- [1681 
HDO 0.85~tO.02 ppm Evaporation & desorption Condensation & [27,170] 

adsorption 

Kr 0.3 ppm Outgassing, primordial --- [1681 
Xe 0.08 ppm Outgassing, primordial --- [1681 
03b -(0.04-0.2) ppm Photochemistry (CO,) Photochemistry [7,8] 

“The mixing ratios, but not the column densities of non-condensible gases are seasonally 
variable due to the annual condensation and sublimation of CO,. 

bSpatially & temporally variable. 

stituents, water vapor and 0, are also observed to be vari- 
able. The average water vapor abundance observed by the 
Viking Mars Atmospheric Water Vapor Detector 
(MAWD) experiment is about 15 precipitable (ppt) urn 
(-210 ppm). The maximum observed value was about 90 
ppt urn, and the lowest observed value was below the de- 
tection limit of 1 ppt urn [112]. Recent Earth-based 
microwave observations of the 1.35 cm water line gave a 
global average water vapor abundance of only 3+1 ppt urn 
during the 1990 northern winter [34]. This is about a factor 
of two lower that the Viking MAWD data during the 
1977-78 northern winter. The 0, abundance is highly vari- 
able. Ozone is present in cold and dry atmospheric regions, 
such as those found over the winter polar caps. It is absent 
in warmer, wetter regions, such as those over the polar 
caps in the summer [7]. The implications of the observed 
CO, O,, and 0, abundances for models of Martian atmos- 
pheric photochemistry are reviewed by Barth [7] and 
Lewis and Prinn [ 1341. 

Table 8 summarizes the isotopic composition of the Mar- 
tian atmosphere. Only the ‘2CI’3C ratio is terrestrial within 
measurement uncertainties. The observed D/H ratio is 
about 5 times higher than the terrestrial value as defined by 
SMOW. Mechanisms for producing the enhanced D/H ra- 
tio are discussed by Yung et al [221] and Jakosky [ 1111). 

The 14N/“N ratio is about 62% of the terrestrial value. 
Nonthermal escape processes which may have enriched 
“N on Mars have been discussed in several papers by Fox 
and Dalgamo (e.g., [82,83]). Earth-based IR spectroscopic 
measurements of the oxygen isotopic composition of Mar- 
tian water vapor [27] show that the ‘60/‘70 ratio is Earth- 
like but that the ‘60/‘80 ratio is about 9% larger. A prior 
measurement of the ‘60/‘80 ratio in Martian CO, gave a 
value identical, within the uncertainties, to that in SMOW 
[ 1561. In contrast to Venus where 40Ar is depleted relative 
to the Earth, the 40Ar/36Ar ratio on Mars is about 10 times 
larger than the terrestrial value. The Martian ‘29Xe/‘JZXe ra- 
tio has also been measured and is about 2.5 times larger 
than the terrestrial value. Again, the reader is referred to 
Pepin [ 1741 and Lewis and Prinn [ 1341 for the implications 
of the noble gas isotopic data for the origin and evolution 
of the Martian atmosphere. 

2.5 The Jovian Planets: Jupiter, Saturn, Uranus and 
Neptune 
Compositional data for these four planets are summarized 
in Tables 9-l 1. Observed isotopic ratios are presented in 
Table 12. Their atmospheres are predominantly H, + He 
with minor amounts of all other gases. Schematic P,T pro- 
files for the upper atmospheres of the Jovian planets are il- 
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TABLE 8. Isotopic Composition of the Atmosphere of Marsa 

Isotopic Observed Value Notes & References 
Ratio 

D/H (9*4) x lo‘4 IR spectroscopy, [ 1701 

(7.8kO.3) x lO-4 IR spectroscopy, [27] 

‘*c/“c 90*5 Viking MS, [ 1561 

14Nt5N 170*15 Viking MS, [ 1561 

‘60/‘70 2655*25 IR spectroscopy, [27] 

‘60/‘so 49Oh25 Viking MS, [ 1561 

545*20 IR spectroscopy, [27] 

36Ar/38Ar 5.5&l .5 Viking MS, [22] 

40Ar/36Ar 3000~500 Viking MS, [ 1681 

‘29Xe/‘32Xe 2.5+*., Viking MS, [ 1681 

“Isotopic compositions inferred from measurements on different SNC meteorites are tabulated by 
[174]. However, only direct observations of the isotopic composition of the Martian atmosphere are 
listed here. 

lustrated in Figure 2. These profiles are derived from radio 
wavelength observations by the Voyager spacecraft 
[135,136,138,139], which extend down to a few bars pres- 
sure. Observational data and theoretical models of the 
planetary interiors indicate that the atmospheric P,T pro- 
tiles are adiabatic below the tropopause levels, which typi- 
cally occur at 100 mb pressure. 

The data in Tables 9-l 1 illustrate several important 
points. The observed He/H, ratios vary from planet to 
planet. The.solar He/H, ratio (-13.6% atomic or -27% by 
mass) is difficult to determine by direct observations of the 
Sun. Despite this uncertainty, He is clearly depleted in the 
atmosphere of Saturn, and may also be slightly depleted in 
the Jovian atmosphere. In contrast, Uranus apparently has 
a solar He/H, ratio and Neptune may have a He enrichment 
relative to the solar ratio. The compositional data also 
show that the elemental compositions of the atmospheres 
of Jupiter and Saturn are close to solar composition. How- 
ever, both planets are slightly enriched in elements heavier 
than He. The apparent depletion of water vapor on Jupiter 
may be an exception to this trend or more plausibly, may 
be due to meteorological effects. The observations of the 
CH,/H, ratio on Uranus and Neptune, and the higher mean 
densities of these two planets indicate that they have sub- 
stantial heavy element enrichments. 

The Earth-based and spacecraft spectroscopic observa- 
tions show a wealth of species in the atmospheres of Jupi- 
ter and Saturn. Some of these, such as hydrocarbons, are 
produced by the photochemical destruction of CH, while 

others, such as CO, PH,, GeH,, and ASH,, are mixed up- 
ward from the hot, deep atmospheres of these two planets. 
Isotopically substituted species such as HD, CH,D, “CH,, 
and “NH3 are also observed. The D/H ratio on Jupiter and 
Saturn is about 2 x 10m5 and is similar to the primordial 
D/H ratio estimated from noble gases in meteorites [2]. 
The ‘*C/“C ratio obtained by Earth-based and spacecraft 
observations of CH,, C,H,, and C,H, ranges from 20-160. 
The reasons for this large range are unclear. However, an 
emerging consensus is that Jupiter has an Earth-like carbon 
isotope ratio. The 14N/15N ratio determined from observa- 
tions of NH, is poorly constrained; the most recent obser- 
vations apparently indicate a value only about half the 
terrestrial ratio. Less compositional diversity is observed 
on Uranus and Neptune, presumably because the observ- 
able regions of their atmospheres are substantially colder 
than the observable regions of the Jovian and Satumian 
atmospheres. 

2.6 Titan 
Titan is the largest satellite of Saturn and possesses the 
most massive atmosphere of any satellite in the solar sys- 
tem. The chemical composition of its atmosphere is sum- 
marized in Table 13. The abundances of the major 
atmospheric constituents N,, CH,, and Ar are indirectly in- 
ferred from Voyager IRIS and radio occultation data that 
constrain the mean molecular weight of the atmosphere. 
The direct spectroscopic detection of N, at high altitudes 
by the Voyager UVS and of CH, by the Voyager IRIS do 
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TABLE 9. Chemical Composition of the Atmosphere of Jupiter 

Gas Abundance Comments References 

HZ 89.8h2.0 % 

He 10.2*2.0 % 

CH, (3.0+1.0) x 1o-3 

NH, (2.6*0.4) x 1O-4 

HD 

13CH, 

28+3o.g ppm 

33 wm 

HP 30*20 ppm 

W, 5.8h1.5 ppm 

“NH, 

PH3 

-2 mm 
0.7&O. 1 ppm 

Wz 0.1 kO.03 ppm 

CH,D 0.20&0.04 ppm 

13CCH, 

13CCH, 

W, 

- 58 ppb 

-10 ppb 

7*3 ppb 

CH,C,H 

HCN 

2.5+‘., ppb 

2+‘., ppb 

GH, 
co 

2+*., ppb 

1.6+0.3 ppb 

GeH, 0.7M4,, ppb 

C4H2 0.3hO.2 ppb 

Voyager IRIS & radio occultation result, [36,41,52,53,72,86, 
many studies of the H, pressure-induced 181,202] 
dipole and quadrupole lines and the ortho- 
para ratio 

Voyager IRIS & radio occultation [41,861 
abundance -4 x solar C/H, ratio [92], CH, [25,72,84,181,185] 
photolyzed to hydrocarbons in 
stratosphere 

abundance - solar N/H, ratio [91], NH, [25,57,126,181,185, 
undergoes condensation & photolysis in 2181 
the upper troposphere & stratosphere 

reevaluation for HD by [ 1901 [72,15 1,190,206,207] 

for ‘2C/‘3C - 90, Voyager data give - 160, [38,45] 
but all other values are - 90 

refers to 6 bar level, drops to 4*1 ppm at [25,26,126,131] 
2-4 bar range, apparently depleted below 
solar O/H, ratio, see text 

abundance from [162], C,H, is due to CH, [37,119,120,123,162, 
photolysis in stratosphere, abundance var- 180,18 1,197- 1991 
ies with altitude and latitude 

14N/15N - 125 from [64] [64,73,198] 

due to vertical mixing from deep atmos- [25,65,67,126,130, 
phere, photolyzed in stratosphere 1811 

abundance of [ 1621, C,H, is due to CH, [37,63,119,162,165, 
photolysis in stratosphere, abundance var- 180,18 1,197,199] 
ies with altitude and latitude 

formed by D/H exchange of CH, + HD in [I 1,12,25,65,126] 
the deep atmosphere 

for ‘2C/‘3C - 94 as reported ]2l51 

for C2H2/‘3CCH2 - 10 as reported [661 
in N. polar aurora1 zone, 0.4 ppb in equa- [119,121] 
torial region 

in N. polar aurora1 zone ill91 
due to vertical mixing from deep atmos- [I951 
phere or photochemistry 

in N. polar aurora1 zone ill91 
due to vertical mixing from deep [10,13,25,129, 1611 
atmosphere 

due to vertical mixing from deep atmos- [25, 65,81,126] 
phere, destroyed in stratosphere 

midlatitude region WI 
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TABLE 9. (continued). 

Gas Abundance Comments References 

ASH, 0.22*0.11 ppb due to vertical mixing from deep atmos- [158,163] 
phere, destroyed in stratosphere 

H,’ ___ in aurora1 regions [23,681 

CA. ~0.6 ppm in N. polar amoral zone I1191 

KS ~40 ppb upper limit from IR spectroscopy 111271 

TABLE 10. Chemical Composition of the Atmosphere of Saturn” 

Gas Abundance Comments References 

H2 96.3*2.4 % abundance from Voyager IRIS & radio occulta- [30,36,41,52,53, 
tion results, many spectroscopic studies of the 2021 
pressure-induced dipole and quadrupole lines of 
H,, and the ortho-para ratio 

He 3.2S2.4 % 

CH, 4.5+24e,, x 1o-3 

NH, (0.5-2.0) x 1O-4 

Voyager IRIS & radio occultation [411 
abundance from Voyager IRIS is -6 x solar C/H, [38,44,79,178] 
ratio [92], CH, is photolyzed to hydrocarbons in 
stratosphere 

abundance from Voyager IRIS is -(0.2- 1 .O) x so- [44,57,80,178, 
lar N/H, ratio[91], NH, undergoes condensation & 189,2 181 
photolysis in the upper troposphere & 
stratosphere 

HD 11 O&58 ppm 

13CH4 -51 ppm 

C,H, 7.Ok1.5 ppm 

discovered on Saturn by[207] 

'2C/'3C - 89 

abundance of [ 1621, C,H, is due to CH, photoly- [24,44,162,196, 
sis in stratosphere, abundance varies with altitude 2 171 
and latitude 

PH3 1.4~tO.8 ppm 

CH,D 0.39+0.25 ppm 

due to vertical mixing from deep atmosphere, 
photolyzed in stratosphere 

formed by D/H exchange of CH, + HD in the 
deep atmosphere 

C,H, 0.30+0.10 ppm 

ASH, 3*1 ppb 

co 1.0+0.3 ppb 

GeH, 0.450.4 ppb 

due to CH, photolysis in stratosphere [44,162] 

due to vertical mixing from deep atmosphere, de- [20,157,163] 
stroyed in stratosphere 

due to vertical mixing from deep atmosphere, de- [ 157,159] 
stroyed in upper atmosphere 

due to vertical mixing from deep atmosphere, de- [20,157,160] 
stroyed in stratosphere 

C,H, --- tentative detection, no abundance given 

C,H, --- tentative detection, no abundance given 

H,Sb CO.2 ppm upper limit of 1 cm amagat 

[I441 

E381 

[44,128,157,178] 

[44,78,157] 

[971 

[971 

[1711 
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TABLE 10. (continued). 

Gas Abundance Comments References 

H,Ob ~0.02 ppm upper limit of 15 ppt pm 

HCNb ~4 ppb upper limit of 0.025 cm amagat 

SiH, <4 ppb upper limit of 0.025 cm amagat 

[1281 
u951 
P81 

“Definitions: 1 ppt pm = 10e4 g cm-* = 0.124 cm amagat. 1 amagat = 2.69 x 10’” molecules cmm3, 

bConverted to a mixing ratio using a H, column abundance of 70 km amagat from [201]. 

Gas 

TABLE 11. Chemical Composition of the Atmospheres of Uranus and Neptune 

Uranus Nentune Comments References 

H* 

He 

-4 

HD 

CH,D 

W, 

C2H2 

H,Y 

NH,” 

-82.S3.3% -8Oh3.2 % 

15.2k3.3 % 19.Ok3.2 % 

-2.3 % -1-2 % 

-148 ppm -192 ppm 

-8.3 ppm -12 ppm 

-1-20 ppb 1.5+* 5.0 5 ppm 

-10 ppb 60+‘40.q0 ppb 

~0.8 ppm <3 wm 

~100 ppb ~600 ppb 

Voyager IRIS & radio occultation, [5,16,36,42,43, 
by difference from sum of He + 79,188,203] 
CH,, many studies of the pressure- 
induced dipole & quadrupole lines 
and the ortho-para ratio 

Voyager IRIS & radio occultation [42,431 

Uranus & Neptune CH, -32 & [4,5,7,15,138, 
-14-28 x solar C/H, ratio [92], re- 139,142,145] 
spectively, abundances from Voy- 
ager radio occultation data on lapse 
rate, abundance from vi&R spec- 
troscopy is l-10 % 

based on D/H - 9 x 10e5 for Uranus [36,144,19 1,204] 
and D/H - 1.2 x lO‘4 for Neptune, 
no reliable observations of HD 
lines on these planets according 
to[l91] 

based on CH,D/CH, = 3 .6+3 ‘.* 8 x [l7,541 
1 Oq4 [54] and 2.3 % CH, for Uranus 
and CH,D/CH, = 6*, x 10m4 [54], 
and 2 % CH, for Neptune 

due to CH, photolysis, abundance [3,2 I, 100,122, 
varies with height & latitude, Ura- 166,167] 
nus abundance from Voyager is a 
few times 10.’ 

due to CH, photolysis, abundance [3,2 I,3 1,100,143, 
varies with height & latitude 166,167] 

upper limits of 30 and 100 cm ama- [79] 
gat on Uranus & Neptune 

upper limit of 5 cm amagat on Ura- [58,79,93,94,103, 
nus from IR spectroscopy, abun- 139) 
dance varies with height and 
latitude and is larger at lower lev- 
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TABLE 11. (continued). 

Gas Uranus Neptune Comments References 

els, extensive microwave studies, 
Voyager radio occultation upper 
limit at 6 bar level on Neptune 

co ~40 ppb 0.6QO.35 ppm Uranus upper limit for stratosphere, [ 150,183] 
present in troposphere & strato- 
sphere of Neptune, abundances of 
Rosenqvist et al 1992 

CH,CN --- <5 wb in stratosphere [I831 

HCN ~15 ppb 0.3+-o. 15 ppb in stratosphere, abundances of Ro- [ 150,183] 
senqvist et al 1992 

HC,N ~0.8 ppb ~0.4 ppb in stratosphere P831 

“Converted to a mixing ratio using a H2 column abundance of 400 km amagat from [79]. 

TABLE 12. Isotopic Ratios in the Atmospheres of the Outer Planets 

Isotopic Ratio 

D/H 

Jupiter Saturn Uranus 

(2.6*1.0) x 10m5 (1.7*1.0) x 10e5 9.0+90.4s x 10.’ 

Neptune 

1.2”*,, x 10e4 

Notes 

a 

94*12 

125+‘45.,, 

s9+z5.,8 b 

C 

“D/H for Jupiter & Saturn from [76]; D/H for Uranus and Neptune from [ 17,541. 

bThe ‘zC/‘3C for Jupiter is from 13C-ethane [2 15 1, other reported values for methane are 1 lo*35 , 70’35.,,, 89’12., ,, and 1 60+4”.55, 
[38,45] and 20’?,,, [66] for C,H,. No data are available for Uranus & Neptune as of the time of writing (6/92). 

“The “‘N/15N for Jupiter is from [64], earlier work by [73,198] gave “‘N/15N - terrestrial, within about a factor of 2. No data 
are available for Saturn, Uranus & Neptune as of the time of writing (6192). 

Gas 

TABLE 13. Chemical Composition of the Atmosphere of Titan 

Abundance Comments References 

N2 65-98 % 

Ar 125 % 

CH4 2-10 % 

Abundance indirectly inferred from [74,109,137] 
Voyager IRIS & radio occultation 
data that constrain mean mol. wt. of 
atmosphere, directly detected by 
Voyager UVS in upper atmosphere 

Upper limit from deduced mean [28,109] 
mol. wt. of atmosphere, UVS data 
show ArfN, < 6 % at 3900 km 

Indirectly inferred from Voyager [74,97,137] 
IRIS & radio occultation data, about 
2% at tropopause 

H* 0.2% Directly measured by Voyager IRIS, [ 109,200] 
detected by Trafton 1972 
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TABLE 13. (continued). 

Gas Abundance Comments References 

co 60- 150 ppm 

CH,D 11 O+7o.6, ppm 

W, 13-20 ppm 

GH, OS-4 ppm 

W, 

C&L, 

HCN 

2-5 ppm 

0.09-3 ppm 

0.2-2 ppm 

HC,N SO-250 ppb 

CH,C,H 4-60 ppb 

GH, 

W, 

l-40 ppb 

5-16 ppb 

co2 1.5-14 ppb 

From Earth-based IR spectroscopy 

Voyager IRIS measurements, gives 
D/H= l.5+‘4as x lO-4 

Voyager IRIS measurements, uni- 
formly mixed over disk 

Voyager IRIS measurements, uni- 
formly mixed over disk 

Voyager IRIS measurements, uni- 
formly mixed over disk 

Voyager IRIS measurements, 
polar/equatorial ratio -30 

Voyager IRIS measurements & 
Earth-based mm wavelength obser- 
vations, polar/equatorial ratio 12 
from Coustenis et al 199 1 

Voyager IRIS measurements, abun- 
dances in N. polar region, no detec- 
tion in equatorial region 

Voyager IRIS measurements, 
polar/equatorial ratio -2-5 

Voyager IRIS measurements, 
polar/equatorial ratio -16 

Voyager IRIS measurements, abun- 
dances in N. polar region, no detec- 
tion in equatorial region 

Voyager IRIS measurements, 
polar/equatorial ratio -0.5 

[109,141] 

[47,55,118,169] 

[46,48,97,125] 

[46,48,109] 

[46,48,97,125] 

[46,48,97,125] 

[46,48,125,194] 

W&481 

[46,48,125,147] 

[ 46,48,125] 

PWI 

[46,48,109] 

not provide constraints on their abundances in the lower at- 
mosphere. Implications of the observed abundances for 
origin and evolution of Titan’s atmosphere and for 
atmospheric photochemistry are reviewed by Hunten et al 
[ 1091 and Yung et al [220]. 

2.7 Triton 

Voyager observations of Triton during the August 1989 
Neptune encounter showed that it has a thin atmosphere 
predominantly composed of N, containing about 100 ppm 
of CH, at the surface [29,211]. Voyager UVS data give an 
upper limit of about 1% for the CO/N, ratio in Triton’s at- 
mosphere. The observed surface temperature and pressure 
are 38f4 K and 16+3 pbars. Its low surface temperature 
makes Triton the coldest natural body in the solar system. 

2.8 Pluto 
The discovery of CH, absorption features in spectra of 
Pluto provided the first inconclusive evidence for an at- 
mosphere. This was finally confirmed by stellar occulta- 
tion observations made by several groups in 1988 
[71,107]. The occultation data constrain the ratio of the 
temperature to the mean molecular weight, and thus de- 
rived atmospheric compositions are model dependent. In 
addition to CH,, other plausible constituents are CO and/or 
N,. Atmospheric models based on the occultation data are 
discussed in the papers cited above. 
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Fundamental Physical Constants and Conversion Factors 

Bruce M. Moskowitz 

1. INTRODUCTION 

SI is the servant of man, not his master 
P. Vigoureux [I9711 

This section provides a summary of important units for 
geomagnetism and geoelectricty. In addition, a summary of 
conversion factors and fundamental units of relevance to 
earth and planetary science are presented for reference. 

Despite the sentiment expressed above by Vigoureux, it 
still seems that plenty of us slave over SI units in geomag- 
netism. There is probably no other scientific discipline in 
which the topic of units generates so much endless discus- 
sion and confusion than in magnetism. Before the late 
1970’s, practically all the geophysical literature in geo- 
magnetism and paleomagnetism used the Gaussian CGS sys- 
tem of units. The CGS system is a perfectly sound, intem- 
ally consistent, system of units, but, like all systems of units 
and dimensions, is totally arbitrary. As the name implies, 
the cgs system is based on three base units: centimeter, 
gram, and second. All other units are derived from these 
three. The Gaussian cgs system is based on two earlier 
systems, the electrostatic units (esu) and electromagnetic 
units (emu). Electrostatic units were defined by Coulomb’s 
law describing the force between two electrical charges. 
Similarly, electromagnetic units were defined by the force 
between two magnetic charges or two current-carrying 
wires. One consequence of this dichotomy is that the dimen- 
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sions of electric charge and other related quantities are 
different in the esu and emu systems. The Gaussian system 
is a mixture of these two subsets and uses the emu system 
to describe magnetic quantities and the esu system to 
describe electrical quantities. As a result of combining the 
emu and esu system into the Gaussian system, the velocity 
of light in vacuum appears explicitly in some equations 
dealing with magnetic and electric effects. This resulted in 
a cumbersome set of units with “inconvenient” magnitudes 
for practical electrical units such as the volt, ohm, and 
ampere. 

The Systeme International, or SI system of units, are now 
the recommended (and required!) units for scientific and 
commercial use, as decided by international committees and 
journal editors. The SI system, or MKSA, is also totally 
arbitrary and is based on four base units: meter, kilogram, 
second, and ampere. The introduction of the ampere as a 
base unit instead of a derived unit has some great advan- 
tages. Besides doing away with the emu and esu systems, 
the SI system incorporating ampere as a base unit also 
eliminates all those weird ‘lab” and “stat” emu and esu units, 
such as abampere and statcoulomb. The price we pay for 
this “unit-fication”, however, becomes apparent for workers 
in magnetism. Suddenly factors of 4~ disappear from, or re- 
appear elsewhere in, formulae. Further, the permeability of 
free space (p,,) and the permittivity of free space (E&, which 
were dimensionless, equal to unity, and often ignored in the 
cgs world, now take on dimensions and numerical values 
much different from unity. Likewise, the magnitudes of 
various magnetic parameters that we deal with every day in 
the laboratory have changed, some becoming much larger, 
others smaller, and all somewhat unfamiliar. This short 
section provides a brief review of the cgs and SI system of 
units in magnetism (also see 2,5-8). 
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2. THE REALLY IMPORTANT MAGNETIC TERMS 

Following Shive [7] and Payne 151, there are four funda- 
mental magnetic quantities: 

B= magnetic induction, or flux density 
H= magnetic field strength, or magnetizing force 
M= magnetization per unit volume 
J= magnetic polarization, or magnetization 

In the SI system, the relationship between B, H, M, and 
J is given by 

B=bH+J (1) 

B=k(H+M) (2) 

J=l4&f (3) 

where h is 47cxl@’ Newton/Ampere2 and is called the perm- 
eability of free space. In free space a magnetic field 
produces a magnetic induction given by B=p&I. If the space 
is filled by any magnetic material the magnetization will 
produce an additional magnetic induction given by p,,M. The 
total induction is the sum of these two contributions and is 
given by equation (2). Equations (1) and (2) are usually 
associated respectively with the names of Kennelly and 
Sommerfeld and represent two alternative definitions of the 
magnetic moment of a current loop. By equation (l), the 
dimensions of B and J are the same and the appropriate unit 
is the Weber/m2 or tesla. Similarly, by equation (2), the 
dimensions of H and M are the same and the appropriate 
unit is the ampere m-l, or Ani’. Equation (2) is the officially 
recognized SI convention. Another related quantity is the 
volume magnetic susceptibility (K) and is defined as 

K=!! 
J =- 

H ~3 
(4) 

The volume magnetic susceptibility is dimensionless. 
In the cgs system, the relationship between B, H, M, and 

J is given by 

B=H+4zJ (5) 

J=M (6) 

The constant p,, is arbitrarily set to unity and is dimension- 
less. Therefore, the dimensions for B, H, J, and M are the 
same. The volume susceptibility is given by equation (4) 
and is also dimensionless. However, just because the dimen- 

sions of these quantities are the same, there is no reason to 
have the same names for the units. The name for B is gauss 
(G). for H is oersted (Ge), and for M and J is emukm3. 
Often H and M are both given in gauss and no distinction 
is made between J and M. Since in free space B=H (in cgs), 
gauss is frequently used to express the magnitude of H. Yet 
this conceals a subtle difference between M (and H) and the 
induction J (and B), or flux density, it produces. By equa- 
tion (5), one emu/cm3 unit of magnetization will produce a 
magnetic induction B of 47rJ gauss. The “correct” procedure 
would be to assign M or J units of emu/cm3, and the quant- 
ity 47cJ units of gauss. This is rarely done in the geophysical 
literature, but is common in engineering and physics. 

3. CONVERSION ADVENTURES 

The conversion factors between B. H, M and J in SI and 
cgs are as follows: 

B: lT=l@G 
H: 1 Am-’ = 47cxlO-3 Ge 
M: 1 Am-’ = 10e3 emu cmm3 
J: 1 T = 1@/47t emu cms3 

Bight away we see a problem with converting emu cm” to 
the appropriate SI unit. Do we use the conversion for M or 
J? Although B and H, and, J and M, are used interchange- 
ably in CGS system, we need to be more precise when con- 
verting to SI. For example, the earth’s magnetic field is 
approximately 0.5 G, or 0.5 Oe. However, in SI 

0.5 G = 5x10-’ T or 50 PT 
0.5 Oe = 39.8 Ani’ 

It is much easier to convert gauss to tesla (move the 
decimal point 4 places) than to convert oersted to Ani’. So 
it is not too surprising that the current practice used by 
geophysicists is to report both B and H in free space (ie.. in 
the absence of magnetized material, M=O) in tesla. We have 
not decided suddenly that the B field is more fundamental 
than the H field just that it is more convenient to use the 
units of B. When we now talk about an alternating “magnet- 
ic field” or some other H field of say 10 millitesla (mT), we 
really mean an induction of p,,H=lO mT. However, this is 
rarely noted. The corresponding procedure for J (and M) in 
cgs is to convert emu cme3 to ti’ by moving the decimal 
three places and call the result the magnetization per unit 
volume, magnetization, or the intensity of magnetization. 

To summarize briefly, when using cgs units, we usually 
deal with the magnetization J and the magnetic field H. 
When we convert to SI units, we use the magnetic moment 
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TABLE 1. Conversion factors for Magnetic Quantities 

Magnetic Term Symbol SI Unit CGS Unit Conversion Factor 

Magnetic induction 

Magnetic field 

Magnetization 

Magnetic polarization 

Magnetic moment 

Magnetic moment per 
unit mass 

Volume magnetic 
susceptibility (K=M/H) 

Mass magnetic 
susceptibility (x=KIp) 

Molar magnetic 
susceptibility &qM*) 

Magnetic permeability 
(p=BM) 

Magnetic flux 

Magnetic scalar potential; 
Magnetomotive force 

Magnetic vector potential 

Magnetic pole strength 

Demagnetizing factor 

Magnetostriction constant 

Anisotropy constant 
Magnetostatic energy 
Energy product 

B 

H 

M 

J 

m 

0 

K 

x 

Xm 

P 

A 

P 

N 

a 

K K,, Ku 

&Lx 

ted-i m gauss (G) 

A mm’ oersted (Oe) 

A mm’ emu cm” 

T G 

Am2 emu = G cm3 

A m2 kg-’ emu g-’ 

dimensionless dimensionless 

m3 kg-’ emu Oe-’ g-’ 

m3 mole’ emu Oe-’ g-’ mol.’ 

H rn-’ G Oe-’ 

Weber 05%) 

A 

maxwell @Ix) 

gilbert 

Wb rn-’ 

Am 

dimensionless 

dimensionless 

J m” 

emu = G cm 

emu = G cm2 

dimensionless 

dimensionless 

erg cme3 

lT=l@G 

1 A rn-’ = 47c x 10e3 Oe 

1 A me’ = 10e3 emu cme3 

1 T = 104/4x emu cmm3 

1 A m2 = lo3 emu 

1 A m2 kg-’ = 1 emu g-’ 

l(S1) = 1/4X (cgs) 

1 m3 kg-’ = 10’/47c 
emu Oe-’ g-’ 

1 m3 mol.’ = 106/47c emu 
Oe-‘g-’ mol-’ 

1 H m-’ = 10’/47t G Oe-’ 

lWb=l@Mx 

1 A = 4~00 gilbert 

1 Wb me’ = lo6 emu 

lAm=lOemu 

l(S1) = 4n (cgs) 

l(S1) = l(cgs) 

1 J me3 = 10 erg cme3 

A=ampere; H=Henry=Newton/Ampere; M’=molecular weight; Tesla=Weber/m$ p=density (1 kg/m’=l@ g/cm)). Volume mag- 
netic susceptibility in cgs units is sometimes given as emu cm-’ Oe-’ or G/Oe, both are dimensionless. Mass magnetic 
susceptibility in cgs units is sometimes given as emu g-t, emu g-r oe-‘, emu g-G’, G cm3 g-‘, or cm3 g-‘. The csg unit gamma 
y = 10.’ Cl = 10m9 T = 1 nanotesla (nT). The SI units are based on the Sommerfeld convention which gives the unit of magnetic 
moment as A m’. The Kennelly convention gives the unit of magnetic moment as Wb m. 

per unit volume, or simply the magnetization M and the 
magnetic induction B. As shown by Shive [7], when we 
convert to SI, J (gauss) and H (Oe) are first converted to M 
(emu/cm3) and B (gauss) in cgs. Then we use the SI conver- 

sion scheme to convert M and B in cgs to their correspond- 
ing SI units of A/m and tesla. For example, to convert a 
magnetization of 10e3G and a magnetic field of 100 oe from 
cgs to SI, we do the following: 
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TABLE 2. Conversion Factors for Electrical Quantities 

Quantity Symbol SI Unit CGS 
emu unit 

CGS 
esu unit 

Electric Charge 

Current 

Electric Potential(emf) 

Resistance 

Capacitance 

Inductance 

Conductance 

Charge density 

Current density 

Electric Field 

Displacement vector 

Electric Polarization 

Electrical conductivity 

Electrical Resistivity 

Electric permittivity 

9 

I 

V 

R 

C 

L 

G 

Pe 

Je 
E 

D 

P 

ts 

P 

E 

1 Coulomb (C) 

1 Ampere (A) 

1 volt (V) 

1 ohm (f2) 

1 farad (F) 

1 Henry 0-O 

1 siemen (S) 

1 C m“ 

1 A mm2 

1 Vm-’ 

1 C me2 

1 C rn-’ 

1 S me’ 

1Rm 

1 Fm-’ 

0.1 abcoulomb 

0.1 abampere 

lo* abvolt 

lo9 cm .S’ 

lo9 s2 cm-’ 

lo9 cm 

10e9 cm-’ s 

10“ abcoul cme3 

10.’ abamp cm-’ 

lo6 abvolt cm~’ 

47rxlO-’ abcoul cm-’ 

lo” abcoul cm-’ 

18” cm-’ s 

10” cm2 s“ 

lo-” cm-’ s2 

0. lc statcoulomb 

O.lc statampere 

1086’ statvolt 

109c2 s cm-’ 

10e9c2 cm 

109cW2 s2 cm-’ 

10-9c-2 cm s-r 

l@‘c statcoul cm3 

10e5c statamp cm-’ 

lo66’ statvolt cm-’ 

47rxlO~‘c statcoul cm-’ 

10% statcoul cm-’ 
1@llc2 $1 

10”c-2 s 

lO%? esu 

The table is arranged so that one SI unit equals the corresponding number of units in emu and esu. Quantities in each row, 
therefore, stands for the identical amount expressed in different units. The symbol c stands for the magnitude of the speed 
of light in vacua expressed in cmkec (=2.99792458~10’~). For example, 1 coulomb = 0.1~ statcoulomb = 3~10~ statcoulomb. 
The Gaussian units for electrical quantities consist mostly of the es units in the last column. 

J(cgs) = 10m3 G = M(cgs) = 10e3 emu cmm3 
= M(S1) = 1 Am-’ 

H(cgs) = 100 Oe = B(cgs) = 100 G = B(SI) = 10 mT 

This is the official conversion scheme recommended by 
the International Association of Geomagnetism and Aeron- 
omy (IAGA) in 1973; unfortunately, the world outside geo- 
magnetism uses a different convention. In most physics and 
engineering research papers that use SI units, a direct con- 
version using the Sommerfeld convention [equation (2)] is 

employed. In this case, the magnetizing field and magnet- 
ization are given in Am-‘. For example, a magnetic field of 
100 Oe (CGS) would be given as 8000 ti’ (SI) in a 
physics journal, but as 10 mT (SI) in a geophysics journal. 

Various parameters and conversion factors are presented 
in the following tables. Tables 1 and 2 summarizes conver- 
sion factors for magnetic and electrical units, respectively. 
An extensive list of fundamental equations in electromagnet- 
ism in both SI and CGS is given by Payne 161 and the errata 
published later [7]. In Tables 3 to 6, conversion factors 
dealing with pressure, energy, spectroscopy units and 
fundamental physical constants are summarized. 
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TABLE 3. Conversion Factors for Pressure Units 

atm bar dyne cm-’ kg mV2 lb in-* Pascal 
psi Pa 

1 atm= 1 1.01325 1.01325 
x106 

lo6 

1.033227 
x104 

1.0197 
x104 

1.0197 
x10-* 

1 

14.695595 1.01325 
I xl@ 

lo5 lbar= 9.86923 
x10-l 

1 

1 dyne cm-*= 9.86923 
x1o-7 

1o-6 

1 kg m-*= 9.678 9.8067 
XW x1o-5 

1 lb in-” 0.068046 6.8948 
x10’* 

10“ 

14.504 

10-l 1 1.4504 
x1o-5 

1.423 
x1o-3 

1 

98.067 9.8067 

6.8948 
xl@ 

10 

7.0306 
x10* 

1.019 
x10-l 

6.8348 
x10) 

1 1 Pascal= 9.869 
x1o-6 

1.450 
xlOA 

The SI pressure unit is the Pascal (Pa) = 1 Newton mm*. 
1 Torr = 1 mm Hg = 1.33322~10~~ bar =133.3 Pa. 
1 Kilobar = 100 MPa. 

TABLE 4. Conversion Factors for Energy Units 

erg joule calorie Cg) watt& BTU ev 

lo-’ 2.39006 2.778 9.4845 6.242 
xW8 x18” x10-” x10” 

1 2.39006 2.778 9.4845 6.242 
x10-l x1o-4 x1o-4 x10’* 

4.184 1 1.1622 3.9683 2.612 
x1o-3 x1o-3 x1019 

1 erg= 1 

1 joule= lo7 

1 calorie 4.184 
(id= x107 

1 watt-k 3.60 
XlO’O 

3600 860.421 1 3.4144 

1 BTU= 1.05435 
XlO’O 

1054.35 25 1.99576 2.92875 
x10“ 

1 

1 eV= 1.602 1.602 3.829 4.450 1.519 
x10-‘* x10-19 x10-” x10= x10-= 

2.247 
x10** 

6.581 
x10*’ 

1 

The calorie (g) is the thermochemical calorie as defined by the U.S. National Bureau of Standards. 
1 joule = 1 watt-xc. 
1 atomic mass unit = 1.492~10-‘~ joule. 
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TABLE 5. Conversion Factors for Frequency and Energy Units used in Spectroscopy” 

HZ cm-’ J mol-’ eV 

1 Hz= 1 3.3356x10-” 3.9915xlo-1o 4.1353x10-‘s 

1 cm-‘= 2.9979~10” 1 11.9660 1.2397~10~ 

1 J mole’= 2.5053~10’ 83567x18’ 1 1.o36ox1o-5 

1 eV= 2.4182~10’~ 8.0663~10~ 9.6522~10~ 1 

‘Conversion factors taken from [3]. 1 Kayser = 1 cm-’ 

TABLE 6. Fundamental Physical Constants” 

Quantity Symbol Value SI Units 

Universal Constants 

Speed of light in vacuum C 

Permeability of vacuum PO 
Permittivity of vacumn Eo 

Newtonian constant of gravitation 
Planck constant 

in electron volts, h/(e] 
hl2n 

G 
h 

h 
in electron volts, h/{e) 

Planck mass, (%c/G)~ 
Planck length, h&c = (hG/c3)” 
Planck time, &/c = @G/c’)% 

Physicochemical constants 

Avogadro constant 
Atomic mass constant, m(d2)/12 

in electron volts, rr$/( e) 
Faraday constant 
Molar Planck constant 

NA 
mu 

Molar gas constant 
Boltzmann constant, WA 

in electron volts, k/(e) 
in hertz, hY?r 
in wavenumbers, WC 

Molar volume (ideal gas), RT/p 
(at 273.15 K, 101 325 Pa) 

Loschmidt constant, NA/Vm 

F 
N,h 
N,hc 
R 
k 

VIII 

no 

299 792 458 
4n x 1o-7 
l/d 

= 8.854 187 817 
6.672 59(85) 
6.626 075 5(40) 
4.135 669 2(12) 
1.054 572 66(63) 
6.582 122 O(20) 
2.176 71(14) 
1.616 05(10) 
5.390 56(34) 

6.022 136 7(36) 
1.660 540 2( 10) 
931.494 32(28) 
96 485.309(29) 
3.990 313 23(36) 
0.119 626 58(11) 
8.314 510(70) 
1.380 658(12) 
8.617 385(73) 
2.083 674(18) 
69.503 87(59) 
22 414.10(19) 

2.686 763(23) 

m set-’ 
N A-2 

lo-l2 F m*’ 
10.” m3kg”sece2 
lo-% .I set 
lo-*’ eV set 
lo-” J set 
lo-l6 eV set 
lo-* kg 
1O-35 m 
lo-” set 

1O23 mol-’ 
10-n kg 
MeV 
C mol-’ 
lo-“J set mol-’ 
J m mol.’ 
J mol’ K-’ 
1O-u J K-’ 
10.’ eV K-’ 
10” Hz K-’ 
m-’ K-1 
cm3 mol.’ 

102’ me3 
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TABLE 6. (continued) 

Quantity Symbol Value SI Units 

Stefan-Boltzmann constant, 
(7c?60)k4/X3C2 

First radiation constant, 211./x? 
Second radiation constant, hclk 
Wien displacement law constant, 

LT=c,/4.965 114 23... 

Electromagnetic constants 

Elementary charge 

Magnetic flux quanttmr, h/2e 
Josephson frequency-voltage quotient 
Quantized Hall conductance 
Quantized Hall resistance, 

hle2=~c/2a 
Bohr magneton, e)1/2m, 

in electron volts, uB,/{e) 
in hertz, pelh 
in wavenumbers, ur,/hc 
in kelvins, pe/k 

Nuclear magneton, eb/2m, 
in electron volts, pN/(e} 
in hertz, GIN/h 
in wavenumbers, pNlhc 
in kelvin& pNlk 

Atomic constants 

Fine-structure constant, we2/2h 
inverse fine-structure constant 

Rydberg constant, m,ca2/2h 
in hertz, R,c 
in joules, R,hc 
in eV, R.Jcl(e} 

Bohr radius, cr/4rrR, 
Hartree energy, e2145ce&,=2R~c 

in eV, Ed(e) 
Quantum of circulation 

Electron Constants 

Mass 
in atomic mass units 
in electron volts, m,c?{e) 

Electron-muon mass ratio 

(T 

Cl 

c2 

b 

e 
eh 

Qo 
2elh 
e2/h 
R, 

PB 

PN 

a 
a-’ 
R, 

a0 

Eh 

h/2m, 

5.670 51(19) 10.” W m’ZK’ 

3.741 774 9(22) 1@16 W m2 
0.014 387 69(12) mK 

2.897 756(24) 10e3 m K 

1.602 177 33(49) 
2.417 988 36(72) 
2.067 834 61(61) 
4.835 976 7(14) 
3.874 046 14(7) 
25 812.805 6(12) 

9.274 015 4(31) 
5.788 382 63(52) 
1.399 624 18(42) 
46.686 437(14) 
0.671 709 9(57) 
5.050 786 6(17) 
3.152 451 66(28) 
7.622 591 4(23) 
2.542 622 81(77) 
3.658 246(31) 

7.297 353 08(33) 
137.035 989 5(61) 
10 973 731.534(13) 
3.289 841 949 9(39) 
2.179 874 l(13) 
13.605 698 l(40) 
0.529 177 249(24) 
4.359 748 2(26) 
27.211 396 l(81) 
3.636 948 07(33) 

9.109 389 7(54) 
5.485 799 03(13) 
0.510 999 06(15) 
4.836 332 18(71) 

lo-l9 c 
lOI A J-’ 
lo-IS Wb 
lOI Hz V“ 
1o-5 s 
R 

lo-” J T-’ 
lo-’ eV T’ 
10” Hz T’ 
me’ T’ 
K T’ 
lo-=’ J T-’ 
lOmE eV T’ 
MHz T’ 
lo-’ me’ T’ 
1O-4 K T’ 

lo-’ 

m-’ 
10” Hz 
lo-l8 J 
eV 
lo”’ m 
lo-l8 J 
eV 
10e4 m* sec.’ 

lO-” kg 
1o-4 u 
MeV 
10“ 
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TABLE 6. (continued) 

QWIltity SphOl Value SI Units 

Electron-proton mass ratio 
Electron-deuteron mass ratio 
Electron-a-particle mass ratio 
Specific charge 
Molar mass 
Compton wavelength, h/m,c 
Classical radius, (~*a,, 
Thomson cross section, (8x/3)r,* 
Magnetic moment 

in Bohr magnetons 
in nuclear magnetons 

Magnetic moment anomaly, 
PJPB- 1 

g-factor, 2(l+u,) 
Electron-muon magnetic moment ratio 
Electron-proton magnetic moment ratio 

Muon Constants 

Mass 
in atomic mass units 
in electron volts, m,cV(e) 

Muon-electron mass ratio 
Molar mass 
Magnetic moment 

in Bohr magnetons 
in nuclear magnetons 

Magnetic moment anomaly, 
[yJ(eh/2mJ]- 1 

g-factor, 2(1+&l 
Muon-proton magnetic moment ratio 

Proton Constants 

Mass 
in atomic mass units 
in electron volts, %c?(e) 

Proton-electron mass ratio 
Proton-muon mass ratio 
Specific charge 
Molar mass 
Compton wavelength, Wqc 
Magnetic moment 

in Bohr magnetons 
in nuclear magnetons 

Shielded proton moment (H,O, 

5.446 170 13(11) 
2.724 437 07(6) 
1.370 933 54(3) 
-1.758 819 62(53) 
5.485 799 03(13) 
2.426 310 58(22) 
2.817 940 92(38) 
0.665 246 16(18) 
928.477 Ol(31) 
1.001 159 652 193(10) 
1838.282 000(37) 
1.159 652 193(10) 

2.002 319 304 386(20) 
206.766 967(30) 
658.210 688 l(66) 

1.883 532 7(11) 
0.113 428 913(17) 
105.658 389(34) 
206.768 262(30) 
1.134 289 13(17) 
4.490 451 4(15) 
4.841 970 97(71) 
8.890 598 l(13) 
1.165 923 O(84) 

2.002 331 846(17) 
3.183 345 47(47) 

1.672 623 l(10) 
1.007 276 470(12) 
938.272 31(28) 
1836.152 701(37) 
8.880 244 4(13) 
9.578 830 9(29) 
1.007 276 470(12) 
1.321 410 02(12) 
1.410 607 61(47) 
1.521 032 202(15) 
2.792 847 386(63) 
1.410 571 38(47) 

1o-4 
1o-4 
lo-” 
10” C kg-’ 
low7 kg moI’ 
lo-‘* m 
lo-l5 m 
lo-% m* 
lo-= J T’ 

1o-3 

lo-” kg 

LeV 

10e4 kg mol.’ 
10% J T’ 
1o-3 

1o-3 

Wn kg 
U 

MeV 

10’ C kg-’ 
lo-’ kg mol“ 
lo-” m 
lo-% J T-i 
lo-’ 

lo-% J T’ 
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TABLE 6. (continued) 

QlKUltity SplhOl Value SI Units 

spherical sample, 25°C) 
Diamagnetic shielding correction for 
protons (H,O, spherical sample, 25”C), 
1 -c$‘/).$ 
Gyromagnetic ratio 

uncorrected (H,O, spherical 
sample, 25°C) 

Neutron Constants 

mass 
in atomic mass units 
in electron volts, q+3(e) 

Neutron-electron mass ratio 
Neutron-proton mass ratio 
Molar mass 
Compton wavelength, h/qc 
Magnetic moment 

in Bohr magnetons 
in nuclear magnetons 

Neutron-electron magnetic moment 
ratio 
Neutron-proton magnetic moment ratio 

Deuteron Constants 

mass 
in atomic mass units 
in electron volts, m&*/(e) 

Deuteron-electron mass ratio 
Deuteron-proton mass ratio 
Molar mass 
Magnetic moment 

in Bohr magnetons 
in nuclear magnetons 

Deuteron-electron magnetic moment 
ENiO 

Deuteron-proton magnetic moment 
ratio 

Conversion Factors and Units 

Electron volt, (e/C)J= (e] J 
Atomic mass unit (unified), 

q=m(C’2)/12 
Standard atmosphere 

25.689(15) lo’6 

26 752.212 8(81) 104 set“ T’ 
26 751.525 5(81) 104 see-’ T’ 

1.674 928 6(10) 
1.008 664 904(14) 
939.565 63(28) 
1838.683 662(40) 
1.001 378 404(9) 
1.008 664 904(14) 
1.319 591 lO(12) 
0.966 237 07(40) 
1.041 875 63(25) 
1.913 042 75(45) 
1.040 668 82(25) 

0.684 979 34(16) 

3.343 586 O(20) 
2.013 553 214(24) 
1875.613 39(57) 
3670.483 014(75) 
1.999 007 496(6) 
2.013 553 214(24) 
0.433 073 75(15) 
0.466 975 447 9(91) 
0.857 438 230(24) 
0.466 434 546 O(91) 

0.307 012 203 5(51) 

1.602 177 33(49) 10.“J 
1.660 540 2(10) 10-n kg 

101 325 Pa 

10-n kg 
U 

MeV 

10e3 kg mol.’ 
10” m 
lo-% J T-’ 
1o-3 

10-’ 

10-n kg 
U 

MeV 

10m3 kg mot 
lo= J T-r 
10” 
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TABLE 6. (continued) 

Quantity Symbol Value SI Units 

Standard acceleration of gravity 

X-ray standards 

Cu x-u& xu(cuKa,) 1.002 077 89(70) 10-l’ m 
h(CuKa,)=1537.400 xu 

MO x-m& xu(MoKa,) 1.002 099 38(45) 1@13 m 
h(MoKa,) = 707.831 xu 

A’: 5(wKa,)= 0.209 100 A A 1.000 014 81(92) l@‘O m 
Lattice spacing of Si a 0.543 101 96(11) nm 

(in vacuum, 22.5”C) 
a&=alJ8 d 

Molar volume of Si, YmY&) 
0.192 015 540(40) nm 
12.058 817 9(89) cm3 mol.’ 

A4(Si)/p(Si)=NAa3/8 

‘Values are the set of recommended values of fundamental physical constants resulting Erom the 1986 least-squares adjustment 
[4] and recommended by CODATA, the Committee for Science and Technology of the International Council of Scientific Union. 
Digits in parentheses indicate the standard deviation uncertainty in the last digits of the given value. (e) refers to the numerical 
value only. The abbreviations for the units are: A=ampere; A=angstrom; C=coulomb; eV=electron-volt; F=farad; Hz=hertz; 
J=joule; K=kelvin; kg= kilogram; m=meter; nm= nanometer; mol= mole; N=newton; Pa=pascal; S=siemen; T=tesla; u=unified 
mass unit; V=volt; W=watt; Wb=weber; Q=ohm. 

Acknowledgments. This is contribution no. 9208 of the Institute for Rock Magnetism. Support for the IRM is provided by grants 
fmm the Keck Foundation and the National Science Foundation. 

REFERENCES 

1. Anonymous, The Pressure, Strain, and 
Force Handbook, vol. 27, Omega 
Engineering Inc.,1991. 

2. Brown, W.F., Jr., Tutorial paper on 
dimensions and units, IEEE Transac- 
tions on Magnetics, 20, 112-l 17, 1984. 

3. Calas, G., and F.C. Hawthorne, 
Introduction to spectroscopic methods, 
Reviews in Mineralogy, 18, l-10, 1988. 

4. Cohen, E. R., and B.N. Taylor, The 

fundamental physical constants, Physics 
Today, 44, part 2, 9-13, 1991. 

5. Payne, M.A., SI and Gaussian CGS 
units, conversions and equations for use 
in geomagnetism, Phys. Earth Planet. 
Inr., 26, 10-16, 1981a. 

6. Payne, M.A., Errata, Phys. Earth 
Planet. Int., 27, 233, 1981b. 

7. Shive, P.N., Suggestions for the use of 
SI in magnetism, EOS Trans. AGU, 67, 

25, 1986. 
8. Smith, D.H., Electrical and Magnetic 

Units in the Systeme International, 
Contemp. Phys., 11, 287-300, 1970. 

9. Vigoureux, P., Units and Standards of 
Electromagnetism, 81 pp., Wykeham 
Publications LTD, London, 1971. 

10. Weasf R., CRC Handbook of Chemis- 
try and Physics, 54th edition, CRC 
Press, Cleveland, Ohio, 1974. 



Earth Rotation 

Jean 0. Dickey 

1. INTRODUCTION 

The study of the Earth’s rotation in space (encompassing 
Universal Time (UTl), length of day, polar motion, and the 
phenomena of precession and nutation) addresses the 
complex nature of Earth orientation changes, the 
mechanisms of excitation of these changes and their 
geophysical implications in a broad variety of areas, In the 
absence of internal sources of energy or interactions with 
astronomical objects, the Earth would move as a rigid body 
with its various parts (the crust, mantle, inner and outer 
cores, atmosphere and oceans) rotating together at a 
constant fixed rate. In reality, the world is considerably 
more complicated, as is schematically illustrated (Figure 1). 
The rotation rate of the Earth’s crust is not constant, but 
exhibits complicated fluctuations in speed amounting to 
several parts in IO* [corresponding to a variation of several 
milliseconds (ms) in the length of the day (LOD) (Figure 
2a) and about one part in lo6 in the orientation of the 
rotation axis relative to the solid Earth’s axis of figure 
(polar motion) (Figure 3). These changes occur over a 
broad spectrum of time scales, ranging from hours to 
centuries and longer, reflecting the fact that they are 
produced by a wide variety of geophysical and 
astronomical processes. Geodetic observations of Earth 
rotation changes thus provide insights into the geophysical 
processes illustrated (Figure l), which are often difficult to 
obtain by other means. In addition, these measurements are 
required for engineering purposes; for example, the 

J. 0. Dickey, JPL 238-332,480O Oak Grove Drive, Pasadena, 
CA 91109 

Global Earth Physics 
A Handbook of Physical Constants 
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tracking and navigation of interplanetary spacecraft place 
strong constraints on measurement accuracies. 

The principle of conservation of angular momentum 
requires that changes in the Earth’s rotation must be 
manifestations of (a) torques acting on the solid Earth and 
(b) changes in the mass distribution within the solid Earth, 
which alters its inertia tensor. Angular momentum transfer 
occurs between the solid Earth and the fluid regions (the 
underlying liquid metallic core and the overlying 
hydrosphere and atmosphere) with which it is in contact; 
concomitant torques are due to hydrodynamic or 
magnetohydrodynamic stresses acting at the fluid/solid 
Earth interfaces. Changes in the inertia tensor of the solid 
Earth are caused not only by interfacial stresses and the 
gravitational attraction associated with astronomical objects 
and mass redistributions in the fluid regions of the Earth but 
also by processes that redistribute the material of the solid 
Earth, such as earthquakes, postglacial rebound, mantle 
convection, and movement of tectonic plates. Earth rotation 
provides a unique and truly global measure of natural and 
man-made changes in the atmosphere, oceans, and interior 
of the Earth. 

Theoretical studies of Earth rotation variations are based 
on the application of Euler’s dynamical equations to the 
problem of finding the response of a slightly deformable 
solid Earth to a variety of surface and internal stresses 
[51, 531. Let H be the angular momentum of the Earth and 
L be the external torque exerted on the Earth. The 
fundamental equations of a rotating body, Euler’s 
dynamical equations, require that 

iI=L. (1) 

In an arbitrary rotating terrestrial frame with a rotation 
vector W, the appropriate form of Euler’s dynamical 

Copyright 1995 by the American Geophysical Union. 356 



DICKEY 357 

Fig. 1. Schematic illustration of the forces that perturb 
Earth rotation. Topographic coupling of the mantle to the 
core has been referred to as “Core Phrenology” by R. Hide, 
while the beetles, following T. Gold, represent the effect of 
continental drift. After [52]. 

equations is given by: 

iI+oxH=L (2) 

which is exact in any rotating reference frame. In both 
cases, the angular momentum is given by 

H(t) = I(t)rn(t) + j x(t) x t(t)dm, (3) 

where I(t) is the inertia tensor of the mass over which (1) or 
(2) will be applied. The formulation of equation (2) is 
usually used when the torques change slowly in an Earth- 
fixed frame; examples include atmospheric excitation and 
Chandler wobble problems. On the other hand, equation (1) 
is usually utilized when torques change slowly in inertial 
space; precession/nutation problems are prime applications. 
One must be able to transform from an Earth-fixed system 
(i.e., a Terrestrial Reference System, TRS, where equation 
(2) applies) to one attached to an inertial system (that is, the 
Celestial Reference System, CRS, where equation (1) 
applies). This transformation requires a minimum of three 
angles; however, the traditional formulation includes the 
conventional representations of nutations and polar motions 
and hence five angles are utilized, four of which change 
slowly with the remaining angle (representing the solid 

Earth’s sidereal rotation) changing at an almost uniform 
rate. Table 1 provides estimates of the moments of inertia 
for the Earth’s various sub-systems, giving the reader the 
relative important of each. 

Space geodetic techniques, including laser ranging to the 
moon and artificial satellites (LLR and SLR) and very long 
baseline interferometry (VLBI) using radio telescopes, have 
brought about a new age in Earth rotation and related 
studies. The length of day and polar motion are now 
routinely measured at the -0.5 milliarcsecond level (-1.5 
cm) [44], while periodic corrections to the standard 
nutation model have been determined to the 0.1 
milliarcsecond level for many terms [38]. 

This paper provides an overview of Earth rotation, 
defining terms, describing the measurements and their 
availability, the models and constants used in their 
reduction, and the application and analyses of these data. 
The second section provides definitions and describes the 
measurement techniques, while the third section highlights 
applications and advances in the analysis of Earth rotation. 
Section 4 discusses the constants and models used in the 
analysis and interpretation of Earth rotation data. The final 
section addresses the availability of data and outlines the 
activities of the International Earth Rotation Service 
(IERS). 

The reader is referred to several more detailed accounts of 
the excitation of Earth orientation changes. References to 
early work can be found in [64] and recent work is reported 
in [6, 14,40-44,.51,53,62, 771. 

2. DEFINITIONS AND MEASUREMENTS 

Earth rotation refers collectively to variations in the 
orientation of the solid Earth, encompassing Universal 
Time (UTl), length of day, polar motion, and the 
phenomena of precession and nutation. Universal time 
(UTl) is the rotation angle of the Earth: the direction of the 
Greenwich meridian in an equinox-based inertial frame. 
The UT1 measurements are usually given in units of time 
(1 msec is 46 cm at the equator). The actual observable is 
UTl-T, where T is some independent time series such as 
ET (ephemeris time) or IAT (international interatomic 
time). The LOD can be estimated from the time rate of 
change of UTl-T. The motion of the pole can be divided 
into two classes, nutational motion (which includes 
precession) and the polar motion (PM). Nutations are 
motions of the spin axis of the Earth with respect to an 
inertial reference frame, while polar motion or wobble is 
the motion of the solid Earth with respect to the spin axis of 
the Earth. The precession is the gravest nutation with a 
period of about 26,000 years, caused by the gravitational 
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Fig. 2. Time series of irregular fluctuations in the length of 
the day from 1963 to 1988 (curve a) and its decadal, 
interannual, seasonal, and intraseasonal components 
(curves b, c, d and e, respectively). The decadal (curve b) 
component largely reflects angular momentum exchange 
between the solid Earth and the underlying liquid metallic 
outer core produced by torques acting at the core-mantle 
boundary. The other components (curves c, d and e) largely 
reflect angular momentum exchange between the 
atmosphere and the solid Earth, produced by torques acting 
directly on the solid Earth over continental regions of the 
Earth’s surface and indirectly over oceanic regions. (b) 
Time series of the equivalent axial torques. Adapted from 
[441. 

torque on the Earth’s equatorial bulge from the Sun, Moon 
and planets. 

Earth orientation measurements in current use can be 
classified as arising from two sources: classical techniques 
(optical astrometry and lunar occultation) and modern 
space geodetic techniques. Optical astrometry is based on 
measurements of the apparent angular positions of selected 
bright stars [24, 351. Both the latitude and the longitude of 
the observatory can be determined from observations of the 
time and elevation of the star at meridian passage. A 
network of stations with a proper geometry can be used to 
determine all components of the Earth’s rotation. Polar 
motion has been routinely observed since 1900; from 1900 
through 1980, the International Latitude Service [81] 
produced measurements based on a network of five stations 
located at the same latitude. Nutation values have been 
determined through the analysis of optical data sets 
beginning in 1955 (see for example, 4); the classical 
determination of the precession constant is based on the 
analysis of stellar proper motions [27, 281. Prior to the 
advent of modern atomic clocks (1955), records of the solar 
time of ancient solar and lunar eclipses and of occultation 

of stars by the Moon form the basis for historical time 
series of UT1 and LOD [74]. 

The classical techniques were superseded by the new 
space geodetic techniques in the 1970s and 1980s. The new 
techniques are all based on measurements of 
electromagnetic signal delay or its time derivative. Delay 
and delay rate measurements are both more precise and 
somewhat less sensitive to systematic error than angular 
measurements. These measurement types include Very 
Long Baseline Interferometry (VLBI), satellite and lunar 
laser ranging (SLR and LLR), and utilization of the Global 
Positioning System (GPS) technology. VLBI is based on 
positional observations of distant quasars using the 
techniques of radio astronomy; SLR and LLR use range 
measurements to corner reflectors on artificial satellites and 
the Moon, respectively. GPS utilizes a large constellation of 
satellites transmitting at microwave frequencies together 
with a globally distributed network of receivers to 
determine universal time and polar motion variations. In 
each technique, changes in Earth orientation are monitored 
by observations of extraterrestrial objects from the surface 
of the Earth. The observed objects or signals are used to 
approximate a reference frame, either directly, for example, 
in the case of slow-moving objects such as quasars, or from 
dynamical theories of their motion in the case of planetary 
and satellite observations. In each case, Earth orientation is 
estimated from the apparent motion of the Earth with 
respect to this frame as defined by each technique. The 
accuracy of each technique is thus limited by unmodeled 
reference frame rotations, intrinsic measurement error, and 
any unmodeled motions of the observatories. In addition, 
measurements are most often referenced to some standard 
frame (see later discussion on reference frames); hence, 
error is also introduced by the frame tie determinations. 

Improvements in the observing systems (hardware, 
software and the development of well-distributed global 
networks) have lead to dramatic improvements in the 
determination of Earth orientation parameters. For example, 
estimates from a combined Kalman-filtered series utilizing 
the modern space techniques of LLR, SLR and VLBI have 
uncertainties in polar motion and universal time (UTl) at 
the -2 mas (6 cm) and the 0.5 ms (-23 cm) level, 
respectively, for the late 197Os, whereas current 
uncertainties have improved to 0.3 mas for polar motion 
and 0.03 ms for UT1 [32]. There has also been an 
impressive increase in time resolution. The classical optical 
technique, utilizing a global network of more than 50 
observatories, obtained UT1 at the millisecond level at 5- 
day intervals [24]; in contrast, the VLBI Extended Research 
and Development Experiment (ERDE) obtained sub-hourly 
measurements of both UT1 and polar motion [ 12, 371. 
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Fig. 3. Polar motion, 1900-1980, after [31]. 

3. APPLICATION AND ANALYSIS OF EARTH 
ROTATION 

3.1. Universal Time (UTl) and Variations in the 
Length-of-Day 

Observed variations in the Earth’s rate of rotation-or 
changes in the length-of-day (LOD)-are attributed to a 
variety of sources (Figure 1) and can be roughly divided 
into three categories: an overall linear increase from tidal 
dissipation, irregular large variations on a time scale of 
decades, and the smaller higher frequency changes- 
interannual, seasonal and intraseasonal. The linear increase 
in the LOD, determined from ancient eclipse records [e.g., 
741 is estimated to be about 1 to 2 msec per century. The 
LOD has large, irregular variations over time scales of 10 
years to centuries (Figures 2a, curve B) with amplitudes of 
many milliseconds; these changes are too large to be of 
atmospheric origin and are thought to arise from fluid 
motions in the liquid outer core [40, 47, 511. Variations 
with periods of five years or less are driven primarily by 
exchanges of angular momentum with the atmosphere 
(Figures 2a, curves C, D and E). Estimates of the equivalent 
torques associated with each component, formed by taking 
centered differences in the time domain, are shown (Figure 
2h). Although the amplitude of the decadal LOD time series 
is larger than that of the faster components (Figure 2a), the 
corresponding equivalent axial torque time series has the 
smallest amplitude (Figure 2b-these are a consequence of 
the time derivatives in equations 1 and 2). At the other 
extreme, the most rapid intraseasonal contributions have the 
smallest amplitude, typically less than 0.2 ms, but are 
associated with the largest torques. The decadal fluctuations 
integrate coherently over many years resulting in large 
variations, in contrast, the intraseasonal atmospheric 
excitations are quite sizable but cancel out to a large extent. 
The apparent increase in the magnitude of the extraneous 
torques during the period studied reflects improvements in 
both quality and quantity of Earth rotation data as well as 
better sampling methods, leading to a decreasing 

uncertainty in the LOD estimates with time. The Kalman 
filter used to produce this LOD series automatically adjusts 
the effective smoothing to the formal errors in the data, 
leading to increasing high-frequency variability in the latter 
part of the series allowing more precise estimation of the 
magnitude of the shorter-period torques. These pronounced 
and rapid torque variations probably reflect changes in the 
orographic contribution to the total torque exerted by the 
atmosphere on the underlying planet, associated with the 
passage of synoptic weather systems over mountain ranges. 
Determinations incorporating space-geodetic data, in fact, 
show that the intraseasonal torque can change by as much 
as 50 Hadleys (1 Hadley = 10t8Nm) in 10 days. Synoptic 
variations in the atmosphere occur on these time scales, 
associated with surface pressure gradients which, if applied 
across a mountain range with the dimensions of the Rockies 
or Andes, would produce transient torques of this 
magnitude. The seasonal torque, which, by definition, 
fluctuates with constant amplitude over the 30-year span of 
data used, reflects annual and semi-annual variations of the 
position and strength of the major atmospheric jet streams. 

The exchange of angular momentum between the 
atmosphere and solid Earth is evident in fluctuations in the 
length-of-day at periods of a year and less (Figure 4). 
Recent improvements in Earth rotation measurements have 
been accompanied by improvements in numerical models 
and measurements of Earth’s global atmosphere which can 
be used to calculate the atmospheric angular momentum 
(AAM) [for a review, see 441. Both U.S. and foreign 
meteorological services maintain global atmospheric 
models for weather forecasting; surface and upper-air wind 
data and other meteorological measurements are 
assimilated into these models on a regular basis. Certain 
atmospheric variables, including pressure and horizontal 
wind velocity, are estimated at each model grid point at 
twelve-hour intervals by combining measurements of these 
variables with their forecasted values in a statistically 
optimal fashion. Calculation of an effective atmospheric 
excitation function, x, a three-dimensional pseudo-vector 
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including Love number corrections for rotational and 
surface loading deformation of the Earth, can be made 
directly from the meteorological data [I]. From 
intercomparisons between fluctuations in x3 (the axial 
component of x> and length-of-day (LOD), it has been 
established that non-tidal rotation rate variations over time 
scales less than several years are largely due to atmospheric 
effects [44]. Also evident is a dominant seasonal cycle 
(Figure 2d) and additional variability on the intraseasonal 
(30 to 60 day-Figure 2e) and interannual time scales 
[Figure 2c; see also, 5, 16, 18, 22, 54, 61, 661. The 
correlation between short-period variations in length-of-day 
and AAM is so well established that numerical forecasts of 
atmospheric angular momentum are now being used for the 
purpose of predicting Earth rotation variations [26]. There 
are also short-period fluctuations in the LOD due to solid 
Earth and ocean tides which arise because of tidal 
perturbations in the Earth’s inertia tensor. The largest tidally 
induced LOD fluctuations occur for the fortnightly, 
monthly, semi-annual, and annual tides [80]. The 
amplitudes of these oscillations are sensitive to mantle 
anelasticity, which is not well constrained in this frequency 
range. 

On interannual time scales (Figure 2c), length-of-day 
changes are related to atmospheric and climatic phenomena 
such as the Quasi-Biennial Oscillation and the El 
Nitio/Southern Oscillation [7-9, 15, 17, 18, 21, 671. 
However, at periods of more than several years (Figure 2b), 
the “decade” fluctuations are most likely caused by torques 
exerted by the core on the overlying mantle [40, 471. In 

addition, the effects of long-period variability in the global 
ice and water budget may affect the rotation rate over 
periods of several decades or more [5 1,531. 

Because we have no direct access to the core, Earth 
rotation observations are of prime importance in the study 
of the structure and dynamics of the Earths deep interior. In 
general, torques can be produced at the core-mantle 
boundary by viscous, electromagnetic, topographic and 
gravitational coupling. Two candidate mechanisms under 
investigation for these decade variations are (1) topographic 
torques due to dynamic pressure forces associated with core 
motions acting on undulations of the core-mantle boundary 
and, (2) torques of electromagnetic origin arising through 
Lorentz forces in the weakly-conducting lower mantle, 
which could be significant if the unknown electrical 
conductivity of the lower mantle, were sufficiently high. 
Estimates of topographic torques can be made from core 
motion deduced from geomagnetic secular variation, in 
combination with core-mantle boundary topography 
deduced either directly from seismic tomography or from 
dynamic models of the lower mantle based on tomographic 
and long-wavelength gravity anomaly data [43, 451. 
Geodetic torque estimates inferred from the LOD provide a 
means of checking results from seismology and 
geomagnetism and imposing constraints on the models 
used. 

3.2. Polar Motion 
Polar motion is dominated by nearly circular oscillations 

at periods of one year (the annual wobble) and about 434 

TABLE 1. Moments of Inertia of the Earth’s Subsystems 

A (mantle) 7.0999 x 1O37 kg m2; 

A (fluid core) 0.90583 x 1O37 kg m*; 

A (solid inner core) 0.0058531 x 1O37 kg m2; 

A (atmosphere) 0.0000138 x 1O37 kg m* [71]; 

(C-A) mantle 0.02377 x 1O37 kg m*; 

(C-A) fluid core 0.002328 x 1O37 kg m2 [57 for the PREM model]. 

*A, B and C are the principle moments of inertia. In many applications the two smallest moments of inertia are assumed equal and the 
minimum of inertia is taken to be the average of A and B. In the separation of Equation 2, the changes in the orientation of the rotation 
axis depends on (C-A) and therefore the orientation changes (polar motion and nutations) are generally two orders of magnitude larger 
than the rotation rate changes. The effects of each of subsystems in the Earth (i.e., fluid core, oceans and atmosphere) depends not only 
on its moment of inertia (relative to the mantle) but also the velocity changes of the subsystem. Therefore, although the atmosphere has 
a very small moment of inertia, its rapid velocity variations produce large rotation variations. 
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Fig. 4. Time series of the sum of the seasonal and 
intraseasonal LOD components, with the upper curve 
measured by space geodetic techniques (see Fig. 2d and e) 
and the lower curve inferred from routine daily 
determinations of changes in the axial component of the 
atmospheric angular momentum made by the U. S. National 
Meteorological Center. 

days (the Chandler wobble), with amplitudes of about 100 
and 200 milliarcseconds (mas), respectively, together with 
a long-term drift of a few milliarcseconds per year (1 and 
Figure 31. In addition, astrometric data sets exhibit decade 
time-scale polar motion of amplitude less than 50 mas, 
while analysis of geodetic data reveals rapid polar motion 
with peak-to-peak variations of approximately 2 to 20 mas, 
fluctuating on time scales between two weeks and several 
months. Comparisons with meteorological data (Figure 5) 
suggest that these latter motions are at least partially driven 
by surface air pressure changes, as modified by the 
response of sea level to atmospheric loading and by wind 
variations [23, 341. 

The atmosphere and oceans, together with the effect of 
variable ground water storage, are clearly responsible for 
exciting a large portion of the annual wobble [lo, 50, 60, 
761. However, the entire annual wobble excitation is not 
fully accounted for. The Chandler wobble is a free 
oscillation of the Earth [70, 791 whose source of excitation 
is uncertain. Since polar motion is assumed to be a linear 
response to geophysical excitation, the problem is to find an 
excitation source with enough power near the Chandler 
period of about 434 days. The major candidates are the 
atmosphere and the redistribution of ground water. Other 
proposed sources, such as earthquakes, are probably too 
small in magnitude although great earthquakes may 
contribute [30]. A complication in determining the amount 

of excitation needed is that we do not know what the 
dissipation of the mode (or Q) is. The current estimates of 
Q assume a white noise excitation which may not be valid. 
If the Q is increased sufficiently, the current excitation 
mechanisms may be enough to explain its amplitude. 
Continual and improved monitoring of polar motion 
combined with improved models of atmospheric wind and 
pressure and ground water variations may resolve the 
degree to which the atmosphere drives polar motion. 

The changing distribution of water in the ground and 
oceans is likely to be important at periods of a year and 
longer. On time scales of hundreds to thousands of years, 
water storage variations in the polar ice caps and the 
associated loading deformation of the solid Earth is a 
dominant influence on polar motion. Although one must 
account for other secular variations in these calculations, 
much of the observed secular drift of the pole in this 
century can be explained by redistributions of water and ice 
together with the post-glacial rebound following the last 
deglaciation around 20,000 years ago [51]. Contributions 
from plate motions, seismic deformation and present day 
melting of glaciers are also present; the study of these long- 
period polar motions is hampered by systematic errors in 
the optical astrometric data which must be relied on prior to 
1976. 

3.3. Nutations and Precession 
Torques on the oblate Earth from the Sun, Moon and 

other bodies in the solar system cause a change in the 
direction of the Earth’s rotation and figure axes, resulting in 
the precession of the Earth’s equator along the ecliptic with 
superimposed oscillations. These motions are defined as the 
nutations. The response of the Earth to these externally 
applied torques is largely that of a rigid body. However, 
there are observable effects that arise because the Earth is 
deformable, with a solid-inner core, fluid-outer core, 
anelastic mantle, fluid oceans, and an atmosphere. It is 
these effects of the Earth’s deformability that make 
nutations geophysically interesting [for a review, see 561. 

From an inertial coordinate system, the Earth’s nutations 
have periods much longer than a day. The largest such 
motion is the long-period precession, a nutation of the spin 
axis with a period of about 26,000 years. The precession is 
caused by the gravitational torque on the Earth’s equatorial 
bulge from the Sun, Moon and the planets and thus has an 
angular amplitude of 23.5”, the angle between the equator 
and the plane of the Earth’s orbit (the ecliptic). The 
inclination of the Moon’s orbit with respect to the Earth’s 
equator induces a lunar nutation on the Earth. The Sun 
perturbs the lunar orbit and causes it to precess (rotate in 
the plane of the ecliptic) with a period of 18.6 years, with 
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Fig. 5. The x-component (top) and y-component (bottom) of the observed and Japanese Meteorological 
Agency (JMA) AAM-induced polar motion series (both series have been high-pass-filtered using a cutoff 
period of 23 days). The crosses with error bars represent the observed series (one data point is plotted 
without error bars indicating that it is an interpolated point). The open circles represent the polar motion 
series induced by the JMA AAM X-functions formed by summing the wind term with the pressure term 
computed under the rigid ocean approximation. The filled circles represent the polar motion series induced 
by the JMA AAM X-functions formed by summing the wind term with the pressure term computed under 
the inverted barometer approximation, after [34]. 

the induced nutation having the same period and an plane. Nutation series are calculated assuming that the 
amplitude of about 9 s of arc. There are also nutations with individual periodic components can be linearly summed 
periods of one solar year, one lunar month and at the and that the motion of the body axis with respect to inertial 
harmonics of the dominant frequencies with smaller space can be obtained from the addition of the periodic 
nutations occurring at periods of half a solar year and a nutations, precession, and the motions due to polar motion. 
half-month and the harmonics of these. The half period is The currently recommended nutation model, the IAU 1980 
caused by the torque being symmetric about the equatorial Theory of Nutation [69] is based on the work of Kinoshita 
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[48] for the rigid Earth series and of Wahr [75] for the 
perturbing effects of elasticity on a rigid Earth model. 
Analyses of the data from the space techniques have 
indicated that sizable corrections are required to the 
standard nutations models, which are a consequence of the 
incompleteness of the geophysical models (see Figure 6). 
The largest of these (- 2 mas) is the correction to the 
retrograde annual nutation, caused by the closeness to the 
free core nutation (FCN) response frequency [37], which 
has been interpreted as being due to the flattening of the 
core-mantle boundary which deviates from its hydrostatic 
equilibrium by about 5% [36]. A similar discrepancy 
between theory and observations has also been observed in 
tidal gravity data [65], with results which are consistent 
with this increased flattening of 5%. Although the real parts 
of the FCN frequency agree well in both analyses, the tidal 
results have a significantly larger imaginary part (that is, 
smaller Q than the geodetic results), the reason for which is 
under current investigation. 

3.4. Reference Frames 
In general, each space geodetic system defines a reference 

frame based on technique-dependent considerations. 
Furthermore, each technique makes some unique 
contribution to reference frame considerations. For 
example, the VLBI technique provides a direct link to the 
already adopted inertial reference frame, but it has no 
sensitivity to the Earths center of mass. Conversely, SLR 
and GPS are sensitive to the center of mass but are nearly 
independent of the adopted reference frame. Thus, SLR and 
GPS, for example, are not inertial sources of UT1 and must 
be tied periodically to an inertial system. LLR is sensitive 
to the center of mass, defines its own reference frame, the 
lunar ephemeris, which is a component of the planetary 
ephemeris, and is of great importance in spacecraft 
navigation and in the unification of reference systems. The 
interested reader is referred to the text [49] which is entirely 
devoted to reference frames. 

Commonly used frames are the IERS (International Earth 
Rotation Service) Celestial and Terrestrial Reference 
Frames (ICRF and ITRF, respectively). The ICRF is 
derived from the VLBI measured positions of -400 quasars 
as reported by various analysis centers, while the ITRF is 
based on -120 IERS observing sites [25]. 

4. CONSTANTS AND MODELS UTILIZED IN 
EARTH ROTATION REDUCTION AND 
ANALYSIS 

A variety of models and constants are used in the 
reduction and analysis of Earth rotation. The International 
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Fig. 6. Estimates of corrections, (a) 6Ayl sin E, and (b)6A& 
to the IAU 1980 values for the nutation in longitude, Aysin 
E, and the nutation in obliquity, AS (T. Herring, Priv. 
Comm., 1993). 

Earth Rotation Services (IERS-see Section 5) has 
published the ZERS Standards as an IERS Technical Note 
[58, 591, which provides guidance to the international 
community on the use of constants and models. Numerical 
standards [adapted from 611 are given in Table 2; a short 
description and relevant references for the main model 
being utilized are listed below: 

4.1. Nutation Model 
The currently recommended nutation model, IAU 1980 

Theory of Nutation [69], is based on the work of Kinoshita 
[48] for the rigid Earth series and of Wahr [75] for the 
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TABLE 2. Numerical Standards [adapted from 591 

Astronomical Constants Recommended Value 

Defining Constants 
l Gaussian Gravitational Constant 
l Velocity of Light 

Primary Constants 
l Astronomical Unit in Light-Seconds 
l Equatorial Radius of the Earth 
l Dynamical Form Factor for Earth 
l Geocentric Constant of Gravitation 
l Constant of Gravitation 
l Earth-Moon Mass Ratio 
l General Precession* in Longitude Per 

Century for 52000.0 
l Obliquity of the Ecliptic for J2000.0 
l Mean Angular Velocity of the Earth 

Derived Constants 
l Astronomical Unit 
l Solar Parallax 
l Earth Flattening 
l Heliocentric Constant for Gravitation 
l Ratio of the Solar Mass to the Mass of 

the Earth 

k = 0.01720209895 
c = 2.99792458 x lO*ms-* 

z/, = 499.00478353 s 
G = 6378136.3m 
J2 = 0.0010826362 
GMe = 3.986004415 x 10r4m3s2 
G = 6.67259 x 10-1’m3kg-‘s-2 
p = 0.012300034 

p = 5029:‘0966 
Q, = 23”26’21:‘4119 
o = 7.292115 x 10e5 rad s-l 

czA = 1.4959787061 x 10”m 
K = sin-‘(a, /A) = 8’1794142 
f-’ = 298.257 
GM0 = 1.32712440 x 1020m3s-2 
GMO/GMe = 332,946.045 

l Ratio of the Solar Mass to the Mass 
of the Earth-Moon System 

l Solar Mass 

*General precession includes planetary and geodetic precession. 

GMO/GMe (1 + l.t) = 328,900.56 

M0 = 1.9889 x 1030kg 

perturbing effects of elasticity on a rigid Earth model. 
VLBI and LLR observations have shown that there are 
deficiencies in both the currently accepted IAU 1976 
Precession and the IAU 1980 Theory of Nutation [ 11, 38, 
391. For users requiring accuracies of 2 mas (the error in the 
annual term, the dominant correction term) at best, the 
current model may be employed. It should be noted that the 
resulting error due to the adaptation of this series will grow 
as the time span increases, reaching, for example, 10 mas in 
a decade. However, for those with more stringent 
requirements, the series regularly reported by the IERS (see 
Section 5) is recommended. Another alternative is to utilize 
empirically derived correction series [see for example 38, 
821. 

4.2. Tidal Variations in Earth Rotation 
Tidal variations in Earth rotation are caused by the 

periodic changes in the inertia tensor produced by the 
gravitational attraction of the Moon, Sun and other 
astronomical bodies. These variations (with amplitude up to 
0.5 ms in UTl) must be substracted from the series before 
further geophysical analysis is performed. The Yoder et al. 
model [80] is in current use to calculate the periodic 
variations in UT1 due to modification of the polar moment 
of inertia by tidal deformation of the Earth with a 
decoupled core. Oceanic tides also cause variations in UT1 
and are an active area of research [2, 3, 19, 331. They make 
a significant contribution at the fortnightly period and 
dominate sub-daily variations. 

4.3. Geopotential Model 
An accurate geopotential model is required, particularly in 

the analysis of satellite laser ranging data; the 
recommended model is the GEM-T3 Model [55]. 
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4.4. Solid Earth Tide Model 
A solid Earth tide model is required in the reduction of all 

geodetic data types. Observatories and sites are displaced 
by the solid Earth tides, and if not properly accounted for, 
the resulting systematic error would corrupt Earth rotation 
measurements. The current generally used model [59, Ch. 
71 is an abbreviated form of the Wahr model [75] using the 
Earth model 1066A of Gilbert and Dziewonski [29]. 

4.5. Ocean Tide Model 
An ocean tidal model is required, particularly in analysis 

of satellite laser ranging data [20]. The currently 
recommended model is that of Schwiderski [68]. 

4.6. Plate Motion Model 
Observatories are located on plates and thus Earth rotation 

series are corrupted if plate motion is improperly modeled. 
The NUVEL NNR-1 Model [ 131 is now commonly used. 

4.7. Lunar and Planetary Ephemeris 
The planetary and lunar ephemerides recommended by 

the IERS Standards are the JPL Development Ephemeris 
DE200 and the Lunar Ephemeris LE200 [72,73]. 

5. The International Earth Rotation Service and Data 
Availability 

An important development has been the introduction in 
1988 of the International Earth Rotation Service (IERS) 
centered in Paris, to consolidate the earlier activities of the 
BIH (Bureau Internationale de l’Heure, based in Paris) for 
determining UT1 and of the International Polar Motion 
Service (IPMS), based in Japan, for determining polar 
motion. The IERS is charged with defining and maintaining 
both conventional terrestrial and celestial reference 
systems, determining the Earth orientation parameters 
connecting these systems (the terrestrial and celestial 
coordinates of the pole and the universal time), organizing 
operational activities for observation and data analyses, 
collecting and archiving data and results, and the 
dissemination of the results [63]. 

The IERS results are based primarily on the space 
geodetic techniques of laser ranging to the moon and 
artificial satellites, and Very Long Baseline Interferometry 
[63] with the recent addition of GPS as a fourth technique 
[46]. It is composed of a Coordinating Center and other 
technical centers for each of the four observing techniques, 
and a Central Bureau with associated Sub-Bureaus. The 
Central Bureau combines the various types of data and 
disseminates to the international community the relevant 

information on Earth rotation and the terrestrial and 
celestial reference systems. Two sub-bureaus are associated 
with the Central Bureau: a Sub-Bureau for Rapid Service 
and Predictions and a Sub-Bureau for Atmospheric Angular 
Momentum. 

Earth rotation results of the IPMS are archived at the 
National Astronomical Observatory, Misuzawa, Japan; a 
copy is also archived at the IERS Central Bureau. The BIH 
results are archived at the Paris Observatory. The results on 
Earth rotation and reference frames from the modern 
techniques (VLBI, LLR, SLR and GPS) are archived at the 
Central Bureau. In addition, complementary geophysical 
data sets such as atmospheric angular momentum are also 
stored there. 

Information and data are distributed through a variety of 
mechanisms, both electronic and hard copy [46]. Typical 
information disseminated on a regular basis includes polar 
motion, UTl, and celestial pole offsets (i.e., the combined 
effect of precession and notation); both combined and 
individual-technique series are distributed. The weekly 
Bulletin A includes a rapid service and prediction; whereas 
the monthly Bulletin B presents the results of a more 
comprehensive analysis, taking into consideration more 
data sets. The Annual Report of the IERS includes further- 
refined, state-of-the-art solutions with information on 
Terrestrial and Celestial Reference systems. The nominal 
precision of the published results depends on the delay of 
their availability. For the operational solutions of Earth 
rotation (weekly and monthly bulletins), it is a few mas. 
The prediction accuracy is in the range of 3 to 20 mas for 
polar motion and 2 to 15 ms for UT for lead times of 10 to 
90 days. For the IERS combined solution of Earth rotation, 
the nominal uncertainties of polar motion and UT1 are 
normally better than 0.3 mas (1 cm); those of the celestial 
pole offsets (d’I’ sin E and d&) are about 0.3 mas. The 
individual coefficients from the nutation series are 
determined (see previous section) with accuracies of about 
0.04 mas, and should yield more accurate celestial pole 
offsets than the daily estimates. The IERS, in addition, 
publishes Technical Notes, which provide information of 
relevance to the IERS work on Earth rotation and the 
reference system. The IERS Standards, published as an 
IERS Technical Note, provide guidance to the international 
community on the use of constants and models 
(see Section 4). 

Requests for IERS publications and further information 
may be addressed to: Central Bureau of IERS, Observatoire 
de Paris, 61 avenue de l’observatoire, 75014 Paris, France. 
Telephone: 33 (1) 405 l-24226; Telex: OBS270776P; 
Fax: 33 (1) 4051-2232; GE Mark III: IERS-CB; 
EARN/BITNET/SPAN: IERS @FRIAPS 1. 
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See also carbonaceous chondrites; CI 

carbonaceous chondrites; EH 
chondrites; EL chondrites; H 
chondrites; L chondrites; LL 
chondrites 

CI carbonaceous chondrites, 
composition, 159,161 

CK chondrites, composition, 161 
climate correction, heat flow, 146 
CM chondrites, elemental abundances vs. 

condensation temperature, 161 
CM chondrites, composition, 161 
Cochiti Subchron, 25 1 
CO chondrites, composition, 161 
collisional tectonics, electrical 



370 INDEX 

conductivity, 203-204 
Colombian 1970 earthquake, linear 

amplitude vs. frequency, 118 
Colorado Plateau, electrical 

conductivity, 202 
comets, short-period, properties, 25 
condensates, volcanic gases, 309 
condensation temperatures, chemical 

elements, 160 
conservative elements, seawater, 320 
constants, Earth rotation, 363 
continental drift, paleomagnetism, 

227-229 
continental platforms, continental 

crust, 217 
continental shield, continental crust, 

217 
conversion factors, physical constants, 

346-355 
core, fluid, outer, effects on Earth 

tides, 45 
core, inner, Earth, 93 
core, outer 

Earth, 93-94 
magnetic field, 59,62-64 

core-mantle boundary 
models, 94 
S-wave residuals, 95 

core 
composition, 163-164,182 
inner boundary, models, 93 
moments of inertia, 360 
seismic models, 90 

Coriolis force, peak shifts, 121 
cratons, paleomagnetism, 227-229 
Cretaceous, Early, polarity chrons, 

253-254 
Cretaceous Long Normal-Polarity Chron, 

253 
Cretaceous/Tertiary boundary, magnetic 

polarity time scale, 25 1 
CRS, See Celestial Reference System 
crust, continental, Archean, 

composition, 186- 187 
crust, continental, lower, composition, 

186-187 
crust, continental, upper, composition, 

186-187 
bulk composition, 184-l 85 
classical division, 217 
composition, 164 
heat production, 289 
hotspots, 217 
island arcs, 217 
mountain belts in Cenozoic Era, 217 
Paleozoic and Mesozoic regions, 217 
rifts, 219 
shields and platforms, 217 

crust, oceanic 
age dependence, 2 15 

classic subdivision and mean crustal 
thickness, 214-215 

structure, 214-215,217 
thick crust regions, 2 17 
thin crust regions, 215,217 

crust 
composition, 163-164 
electrical conductivity, 190-205 
natural radioactivity, 283-291 
structure, 2 14-224 

crustal thickness, continental 
Cenozoic mountain belts, 219 
Paleozoic and Mesozoic regions, 2 18 
shields and platforms, 2 18 
tectonically active regions, 219 

crustal thickness, mean, 2 16 
crustal thickness, oceanic 

layers 2 and 3,215 
plume affected regions, 2 16 

crustal thickness 
age dependence, 2 16 
thin crust regions, 216 

CV chondrites, composition, 161 

D” region, models, 94 
damping rate, rotation, 7 
decay constants, isotopes, 27 1,280 
decay equations, isotopes, 27 l-272 
decay modes, radioactivity, 286-288 
deflection of the vertical, geoid, 33-36 
deformation belts, plate boundaries, 

69-74 
degenerate frequencies, free 

oscillations, 107, 121, 123 
density, vs. radius for PREM model, 90 
depth of penetration concept, 

electromagnetic methods, 197-198 
depth sounding methods, principles, 

197-198 
deuteron constants, SI units, 354 
Devonian, magnetic polarity time scale, 

261 
diogenite, composition, 162 
discontinuities, seismic models, 90 
dislocation, fault plane, 207 
DSXRG model, seismic model, 99 

Earth, bulk, composition, 182- 184 
Earth, silicate (primitive mantle), 

bulk composition, 182-l 84 
Earth-Moon system, oxygen isotopes, 299 
Earth 

astrometric and geodetic properties, 
1-31 

atmosphere, 326 
composition, 163-164 
geodetic parameters, 36 
geophysical data, 12 
gravity field, 11 
heat flow, 144-158 

heat production, 290 
isotopes, 160 
natural radioactivity, 283-284 
rotation, 4 1 

Earth models 
seismic models, 88- 106 
spherical symmetric, non-rotating, 

and elastically isotropic, 122 
transversely isotropic, 123 

Earth orientation, techniques, 358 
earthquake faulting, size, 207 
earthquake magnitude 

body-wave magnitude, 206 
local magnitude, 206 
saturation, 207 
surface-wave magnitude, 206 

earthquake moment magnitude, 207 
earthquake number, 207 
earthquake size, 207 
earthquakes, large, deep, magnitudes 

and seismic moments, 211-212 
earthquakes, large, shallow, magnitude, 

208-209 
earthquakes, large, 1899-1990,219 
earthquakes, shallow, seismic moments 

and source parameters, 210-211 
earthquakes, submarine, 68 
earthquakes, super-great, tsunamigenic, 

magnitudes and maximum tsunami 
heights, 212 

linear amplitude vs. frequency, 118 
magnitude-period dependence, 207 
magnitudes and moments, 206-2 13 
traveltime, 126-143 

Earth rotation, 356-368 
perturbing forces, 357 

EH chondrites, composition, 161 
Eiffellithus turriseiffeli 

nannoplankton zone, time scales, 
253 

elastic energy density, modes, 124 
elastic moduli, Earth models, 123 
EL chondrites, composition, 161 
electrical conductivity 

crust and mantle, 190-205 
vs. depth, conceptual model, 201 

electrical impedance, characteristic, 
electromagnetic propagation, 
196-197 

electrical quantities, conversion 
factors, 349 

electromagnetic constants, SI units, 352 
electromagnetic methods 

interpretation, 200-204 
principles, 197-198 

electron capture, potassium-40.273 
electron constants, SI units, 352-353 
elemental abundances, solar/meteoritic 

ratio vs. atomic number, 160 
energy units, conversion factors, 350 
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Eocene, early/middle boundary, magnetic 
polarity time scale, 25 1 

Eocene, middleAate boundary, magnetic 
polarity time scale, 25 1 

equatorial radius, Earth, 8 
equilibrium fractionation, stable 

isotopes, 295-296 
escape velocity, orbits, 6 
eucrite 

composition, 162 
oxygen isotopes, 299 

eucrite parent body 
composition of silicate portion, 

176-177 
composition, 12 

Europe 
crustal thickness, 219-220 
paleomagnetic poles, 227-229 

expansion coefficients, gravity field, 
l-2 

extension, heat flow, 152-153 
extensional tectonics, electrical 

conductivity, 20 l-203 

fault plane, dislocation, 207 
field aligned currents 

electrical conductivity, 191-193 
magnetosphere, 194 

filters, volcanic gases, 309-310 
formation waters, oxygen isotopes, 298 
fractionation factors, stable isotopes, 

294-295 
fracture zones, oceanic crust, 2 15 
free oscillations 

displacement fields, 105 
Earth, 361 
frequencies and attenuations, 104-125 
frequency vs. angular order, 107 
Q mode, 93 

frequency units, conversion factors, 35 1 
frictional heating, heat flow, 152-153 
fundamental mode, free oscillations, 

104-106 

gamma radiation, natural radioactivity, 
286-288 

gamma rays, from major natural 
nuclides, 288 

gases, seawater, 323 
Gatan zone, magnetic polarity time 

scale, 253 
Gauss Chron, 25 1 
geochronology, isotopes, 271-282 
geodesy, reference frames, 363 
geodetic and geophysical data, Earth, 

8-9 
geodetic data 

Earth, l-31,36 
plate motion, 78-80 

geodetic latitude, Earth, 3-4 

geoid, marine, mapped by satellite 
altimetry, 35 

landforms, 32-39 
surface computed from GEM-T3,34 
See also reference surfaces 

geologic time scale, Phanerozoic, 
242-244 

geomagnetic deep sounding 
potential separation, 194-195 
source effect, 199 

geomagnetic field 
at core-mantle boundary, 59,62-64 

average radial field for 1840- 1990, 
63 

radial component, 62 
steady part of fluid flow for 

1840-1990,64 
at Barth’s surface, 50,57,60-61 
comparison of main field models, 59 
elements, 48 
historical data, 48-49 
horizontal and vertical spectral 

amplitudes, 194- 195 
penetration of unit amplitude signal 

in homogeneous halfspace, 197 
pulsations, 194 
representative field models, 50-57 
reversals, 240 
secular variation, 61 
spherical harmonics, 49-50 

geomagnetic pulsations, Pi 2 
pulsations, 194 

geomagnetism, units, 346-355 
geopotential, power spectrum, 33 
geopotential model 

Earth rotation, 364-365 
log plot vs. harmonic degree, 35 
spherical harmonic normalized 

coefficients, 33 
geotberms, vs. depth, 153-154 
giant planets, geophysical data, 13 
Gilbert Chron, 25 1 
glaciers and icecaps, oxygen isotopes, 

297-298 
global plate motion models, 70-84 
Globigerinelliodes algerianus 

foraminifer zone, time scales, 253 
Gondwana 

mean paleomagnetic poles, 229-233 
paleopoles for Cambrian through early 

Carboniferous, 234 
paleopoles for late Carboniferous 

through Early Jurassic, 233 
Gorda deformation zone, plate motion, 72 
gravitational potential, Earth, 32-33 
gravity anomalies, geoid, 33-36 
gravity field 

Earth, l-4 
Moon, 10 
See also planetary gravity field 

gravity tides, 43-44 
Great Basin, plate and site motion, 83 
Great Valley, plate and site motion, 83 
greenhouse gases, composition, 326 
Greenland, paleomagnetic poles, 227-229 

half-lives, recommended, decay 
constants, 280 

half-lives, radioactive isotopes, 272 
half-space model, marine heat flow, 147 
Hauterivian/Barremian boundary, 

polarity chrons, 254 
H chondrites, composition, 161 
heat-flow provinces, reduced heat flow, 

150-152 
heat equation, Earth, 144 
heat flow, continental, 150-153 

continental heat flux with age, 152 
extension, 152-153 
frictional heating, 152-153 
hotspots, 152-153 
radioactive (crustal) heat 

production, 150-152 
reduced heat flow as function of age, 

151 
water circulation, 152 

heat flow, marine, 146-150 
hotspots, 149-150 
hydrothermal circulation, 147-149 
thermal models, 146-147 

heat flow 
climate correction, 146> 
Earth, 144-158 
parameters, 145 
vs. age of ocean basins, 149 

heat flux, continental, as a function 
of age, 152 

heat flux, marine, uncertainties due to 
data scatter, 15 1 

heat loss, global, 154 
heat production 

geotherms, 153-154 
natural radioactivity, 288-290 
past production in bulk Earth, 290 

helium, components of volcanic gases, 
313 

Hettangian, polarity chrons, 255 
hotspots 

continental crust, 217 
heat flow, 149-150, 152-153 
plate motion, 75-78 
volcanoes, 308-309 

howardite, composition, 162 
Hybonoticeras hybonotum ammonite zone, 

254 
hydrobromic acid, components of 

volcanic gases, 3 13 
hydrochloric acid, components of 

volcanic gases, 3 13 
hydrofluoric acid, components of 



372 INDEX 

volcanic gases, 3 13 
hydrogen, components of volcanic gases, 

313 
hydrogen isotopes 

atomic weight and abundance, 293 
natural variations, 296-302 

hydrogen sulfide, components of 
volcanic gases, 3 13 

hydrostatic shape, uniformly rotating 
bodies, 3 

hydrothermal circulation 
heat flow, 152 
marine heat flow, 147-149 

hydrothermal fluids, oxygen isotopes, 
298-299 

hydroxyl radicals, catalytic cycle, 328 

IASF91 model 
parametrized form, 127 
radial velocity model, 128 
seismic models, 92-93 
slowness as a function of epicentral 

distance, 142-143 
traveltime curves, 139-141 

IASPEI 1991 Seismological Tables, 
128-129 

See also IASP model 
ice, oxygen isotopes, 298 
IERS, See International Earth Rotation 

Service 
igneous rocks, oxygen isotopes, 299-300 
India, mean paleomagnetic poles, 229-233 
Indian Ocean 

plate angular velocities, 7 l-72 
plate boundaries, 72 

International Earth Rotation Service, 
365 

International Geomagnetic Reference 
Field, 50-53 

International Seismological Centre, 
P-wave traveltimes, 90.92 

IO, tidal acceleration, 16 
ionization chambers, radioactive 

isotopes, 272 
ISC, See International Seismological 

Centre 
ISEA reversal, magnetic polarity time 

scale, 253 
island arcs, continental crust, 217 
isochron equation, isotopes, 272 
isostasy, topography, 36 
isotope abundances, decay rates, 271 
isotope decay 

branched decay, 272 
data, 271-282 
radioactive decay, 272 

isotopes, 292-307 
isotopic composition, solar system, 160 
isotopic fractionation 

radioactive isotopes, 272 

stable isotopes, 294-296 
isotropy, transverse, seismic models, 

88-90 
IWL- 1 angular velocities, plate 

motion. 82 

Jaramillo Subchron, 25 1 
Jovian planet atmospheres, P, T 

profiles, 326 
Juan de Fuca Plate 

electrical conductivity, 203 
plate motion, 72 

Jupiter 
atmosphere, 332-333,335,338 
chemical composition of atmosphere, 

334-335 
geophysical data, 13 
gravity field, 11 

Jurassic, Early and Middle, polarity 
chrons, 255 

Jurassic, Late, polarity chrons, 253-255 
JurassiciCretaceous boundary, polarity 

chrons, 254 

m boundary, See Cretaceousflertiary 
boundary 

Kaena Sub&on, 25 1 
Kaula’ s rule 

gravity field power spectra, 2 
log plot vs. harmonic degree, 35 

Kepler’s third law, orbits, 5 
Kiaman Long Reversed-Polarity Chron, 

Pennsylvanian, 261 
Kimmeridgidithonian boundary, 

polarity chrons, 254 
kinetic fractionation, stable isotopes, 

296 

landforms, geodesy, 32-39 
lanthanum-138, half-lives, 275 
lanthanum-barium system, geochronology, 

274 
lanthanum-cerium system, geochronology, 

274 
Laplacian plane, orbits, 5 
Laurentia, paleomagnetism, 227-229 
L chondrites, composition, 161 
leachates, volcanic gases, 310 
lead standards, isotopic composition, 

279 
Legendre polynomials, gravity field 

shape, 1 
length of day, 356-357,359-360 

time series of irregular fluctuations 
from 1963 to 1988,358 

time series of seasonal and 
intraseasonal components, 361 

Lewisian basement, paleomagnetism, 
227-229 

lithosphere, oceanic, deformation, 72,74 

Lithraphidites bollii nannofossil 
datum, 254 

LL chondrites, composition, 161 
L02.56 model, seismic model, 98 
Lorentz forces, electromagnetic origin, 

360 
Love numbers 

-940 
rotational deformation of Earth, 360 
satellites, 6 
solid Earth deformation, 43-45 

Love waves, free oscillations, 107 
low-velocity zones, Earth models, 95-96 
luminosity, solar, 27 
lunar and planetary ephemeris, Earth 

rotation, 365 
lunar, See also Moon 
lutetium-176, half-lives, 276 
lutetium-hafnium system, geochronology, 

276-277 

M-sequence polarity pattern, Early 
Cretaceous through Late Jurassic, 
247-249 

Ml2.love model, seismic model, 100-101 
M84a model, seismic model, 99 
M84c model, seismic model, 99 
Madagascar, mean paleomagnetic poles, 

229-233 
Maestrichtian/Paleocene boundary, 

magnetic polarity time scale, 251 
magmas, variations in volcanic gases, 

312 
magmatic and metamorphic waters, oxy- 

gen 
isotopes, 299 

magnetic anomalies 
mid-ocean ridges, 68 
paleopoles, 236 

magnetic declination, difference at 
Earth’s surface, 54 

magnetic events, time series, 194 
magnetic fields, electrical 

conductivity, 191-193 
magnetic fields, global, Earth, 47-65 
magnetic field strength, units, 347 
magnetic gradiometric method, 

principles, 198 
magnetic induction 

conductivity vs. depth, 196 
units, 347 

magnetic polarity time scale 
Jurassic to Permian, 260 
Paleozoic, 265 
Phanerozoic, 240-270 

magnetic polarization, See magnetization 
magnetic quantities, conversion 

factors, 348 
magnetic reversals, 240 
magnetic storms, magnetograms, 192 
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magnetic susceptibility, units, 347 
magnetic variation profiling, 

horizontal, interpretation, 
199-200 

synoptic model, 201 
vs. depth, 200 

magnetization, u&s, 347 
magnetograms, H component from a 

magnetic storm, 192 
magnetosphere, Earth, generalized view, 

193 
magnetospheric/ionospheric coupling, 

electrical conductivity, 193-194 
magnetostratigraphy 

Early Triassic, 259 
Jurassic through Late Permian, 256-259 
Late Permian, 259,261 
Paleozoic, 262-264 
Triassic, 255,258-259 

magnetotelluric methods 
apparent resistivity, 198 
electrical conductivity, 196-197 
source effect, 199 
synoptic model, 20 1 

Mammoth Sub&on, 25 1 
mantle, anelasticity, effects on Earth 

tides, 45 
mantle, deep, reference frame for plate 

motion, 82 
mantle, depleted, composition, 182-l 84 
mantle, lower 

magnetic field, 59,62-64 
models, 94 

mantle, upper, models, 95-96 
composition, 163-164 
electrical conductivity, 190-205 
moments of inertia, 360 
natural radioactivity, 283-291 
P-wave velocity variations, 98 
S-wave models, 99-102 
seismic models, 90 
shear-energy density vs. radius, 117 
three-dimensional velocity models, 97 

Mars 
atmosphere, 331-332 
chemical composition of atmosphere, 

332 
composition, 163 
elemental abundances of silicate 

portion, 179 
geophysical data, 12 
gravity field, 11 
isotopic composition of atmosphere, 

333 
mass of layers, Earth, 8 
mass spectrometers, radioactive 

isotopes, 272 
Matuyama Chron, 25 1 
MDLSH model, seismic model, 100 
melt inclusions, volcanic gases, 3 10-3 11 

Mercury 
atmosphere, 325 
composition, 162- 163 
elemental abundances, 177-178 
geophysical data, 12 
gravity field, 11 

mesosphere, plate motion relative to 
deep mantle, 75 

Mesozoic, late, magnetic polarity time 
scale, 24 l-242,247-258 

Mesozoic, paleopoles, 229 
Mesozoic regions, continental crust, 217 
metallic elements, components of 

volcanic gases, 313-314 
metamorphic rocks, oxygen isotopes, 

300-301 
meteoric waters, oxygen isotopes, 297 
meteorites, silicate-rich, properties, 

173 
classification, 16 1 
composition, 159- 189 
isotopes, 160 
See also chondrites 

microplates 
plate and site motion, 83 
velocity, 80 

Mid-Atlantic Ridge, spreading rates, 2 15 
mid-ocean ridges, spreading rates, 68 
minimum orbit velocity, satellites, 6 
minor planets, properties, 21-23 
Miocene, early/middle boundary, 

magnetic polarity time scale, 250 
Miocene, middle/late boundary, magnetic 

polarity time scale, 250 
Miocene/Pliocene boundary, magnetic 

polarity time scale, 250 
Miocene, magnetic polarity time scale, 

241-242,245 
mode coupling, free oscillations, 

120-121 
model ages, Earth, 272 
mode peak shifts, free oscillations, 

120-121 
Moho 

global depth variations, 222 
models, 96 

moments of inertia 
Earth, 8-9 
Earth subsystems, 360 
gravity field, 2-3 

Moon 
composition, 163 
elemental abundances of silicate 

portion, 180-181 
isotopes, 160 
oxygen isotopes, 299 
physical data, 9- 10 
precession, 361-362 
tidal acceleration, 16 

mountain belts, continental crust, 217 

multiplets modes 
free oscillations, 107, 123-124 
stripping, 120 

muon constants, SI units, 353 

nakhlite, SNC parent body, 163 
Neptune 

atmosphere, 332-333,336-338 
chemical composition of atmosphere, 

336-337 
geophysical data, 13 
gravity field, 11 

neutron constants, SI units, 354 
nitrogen oxides, catalytic cycle, 328 
North America 

electrical conductivity model, 202 
paleomagnetic poles, 227-229 

North American Plate 
angular velocities and confidence 

limits, 8 l-82 
plate and site motions, 83 
velocity, 80 

north pole of rotation, planets and 
Sun, I5 

nuclides, natural, abundance, 283-286 
decay rates, 27 l-272 
seawater, 323 
solar system, 169-172 

Nunivak Subchron, 25 1 
nutation, models, 363-364 
nutation, 356-357,361-363 

corrections, 363 
Earth, 40 

NUVEL-1 angular velocities, plate 
motion, 70-73,75-81 

occultation, lunar, Earth orientation, 
358 

ocean-continent distribution, geoid, 
37-38 

ocean load tides, 44-45 
oceans, terrestrial, properties and 

composition, 320-345 
ocean tide model, Earth rotation, 365 
Olduvai Sub&on, 25 1 
Oligocene, early/late boundary, 

magnetic polarity time scale, 250 
Oligocene/Eocene boundary, magnetic 

polarity time scale, 25 1 
Oligocene/Miocene boundary, magnetic 

polarity time scale, 250 
orbits 

angle arguments, Moon, 10 
Earth, 4-6,40-43 
planets, 14 
spatial orientation, 4-6 
truncated models, Moon, 11 

Ordovician, magnetic polarity time 
scale, 26 1 

organic-rock interactions, carbon 
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isotopes, 304 
organic matter 

carbon isotopes, 302-303 
temperature, stable isotopes, 292-307 

outer planets, isotopic ratios in the 
atmospheres, 337 

OxfordianKimmeridgian boundary, 
polarity chrons, 254-255 

oxygen isotopes 
atomic weight and abundance, 293 
fractionation factors between liquid 

water and calcite, water vapor, 
or carbon dioxide, 296 

glacial ice, Vostock, 298 
natural variations, 296-302 
natural waters, 297 
ratios in feldspars vs. ratios in 

coexisting quartz or pyroxene in 
igneous rocks, 302 

relationship for Earth, Moon, and 
meteorites, 160 

terrestrial and extraterrestrial 
materials, 299 

water-rock interactions, 301-302 
ozone 

atmosphere, 326,328 
catalytic destruction, 328 

P-waves 
mantle velocities, 98 
teleseismic distances, 126-127 
See also Pn-waves 

Pacific-North America plate velocity, 80 
Pacific Ocean, heat flow, 147 
Pacific Plate 

angular velocities, 70-7 1 
angular velocities and confidence 

limits, 81-82 
apparent polar wander, 233-237 
electrical conductivity, 203 
mean paleomagnetic poles, 225-239 
plate and site motions, 83 

Paleocene, early/late boundary, 
magnetic polarity time scale, 25 1 

Paleocene/Eocene boundary, magnetic 
polarity time scale, 25 1 

paleomagnetic poles, mean, major 
continents and Pacific Plate, 
225-239 

paleopoles 
continents, 228 
mean overall poles for Gondwana, 232 

Paleozoic 
magnetic polarity time scale, 261-266 
paleopoles, 229 

Paleozoic regions, continental crust, 
217 

partial melting, oceanic crust, 2 15 
Permian, Late, magnetostratigraphy, 

259,261 

Phanerozoic 
geologic time scale, 242-244 
magnetic polarity time scale, 240-270 
paleopoles for Gondwana, 230-23 1 

Phobos, tidal acceleration, 16 
physical constants, fundamental, 

conversion factors, 346-355 
physical data, Moon, 9 
physical dispersion, seismic models, 

88-90 
physicochemical constants, SI units, 

351-352 
planetary atmospheres 

P, T profiles, 325 
physical properties, 324 

planetary gravity fields, 11 
planetary mean orbits, 14 
planetary rings, properties, 20-21 
planetary satellites 

orbital data, 19-20 
physical properties, 17-18 
See also satellites 

planets 
composition, 159- 189 
north pole of rotation, 15 
See also giant planets; minor 

planets; terrestrial planets 
plate boundaries, present, 66-87 
plate boundaries, obliquely converging 

trench, 74 
plate boundary zones, continental, 

kinematics, 82-84 
active deformation, 69-74 
convergence, 70 
divergence, 70 
parallel to the boundary, 70 

plate models, marine heat flow, 147-148 
plate motion 

absolute, 75-78 
data inversion, 69 
present, 66-87 

plate motion model, Earth rotation, 365 
plate rigidity, 74-75 
plate tectonics, present, 66-87 

electrical conductivity, 203 
map, 67 

plate velocity, NNR-NUVELI model and 
HS2NIJVELl model, 77 

Pleistocene-Pliocene time scale, 
polarity chrons and subchrons, 25 1 

Pleistocene/Pliocene boundary, magnetic 
polarity time scale, 241-242,245 

Pleistocene, magnetic polarity time 
scale, 241-242,245 

Pliensbachian, polarity chrons, 255 
Pliocene, early/late boundary, magnetic 

polarity time scale, 241-242.245 
Pliocene, magnetic polarity time scale, 

241-242,245 
Pluto-Charon system, physical data, 16 

Pluto, atmosphere, 338 
Pn-wave velocity, variations under the 

united states, 22 1 
polarity chrons 

MO through M25,253-254 
magnetic reversals, 240-241 
nomenclature, 240-241 
pre-M25 magnetic anomaly series, 254 

polar motion, 356-357,360-361 
induced, components, 362 

polar motion, 1900-1980,359 
polar wandering, continents and 

Pacific, 225-237 
potassium-40 

beta-particle energy, 286 
decay, 286 
half-lives, 273 
radioactivity, 283-291 

potassium-argon system, geochronology, 
273 

potassium-calcium system, 
geochronology, 273 

potassium 
abundance in Earth, 285 
isotopic abundances, 284 
typical bearing minerals, 284 

Poynting vector, electromagnetic 
propagation, 1 %- 197 

Praediscophaera cretacea nannoplankton 
zone, time scales, 253 

precession, 5-6,40,356-357,361-363 
precession constant, Earth, 8 
PREM model 

free oscillations, 107 
seismic models, 90,96 

pressure units, conversion factors, 350 
proportional counting, radioactive 

isotopes, 272 
proton constants, SI units, 353-354 

Q-structure, models, 99 
Q quality factor 

free oscillations, 93, 119 
seismic energy, 104 106 
seismic models, 88-90 

Q symmetric tensor, elements, 78 
quiet time magnetic variations, 

electrical conductivity, 193 

radioactive heat production, heat flow, 
150-152 

radioactive isotopes, See also isotopes 
radioactivity, natural, crust and 

mantle, 283-291 
radiogenic heat production, natural 

radioactivity, 288-290 
Rayleigh waves, 105 

free oscillations, 117 
ray paths, seismic phases, 130 
reference Earth models, isotropic 



INDEX 375 

seismic models, 91-92 
reference frames 

Earth orientation, 358 
geodetic systems, 363 

reference surfaces, schematic 
representation, 35 

representative field models, 
geomagnetic field, 50-57 

resistivity, apparent, electromagnetic 
propagation, 196- 197 

resistivity structure, conceptual 
model, 192 

retroreflector coordinates, Moon, 10 
Reunion Sub&on, 25 1 
RG5.5 model, seismic model, 99 
rhenium- 187, half-life, 277 
rhenium-osmium system, geochronology, 

277 
rifted margins, oceanic crust, 215 
rifts, continental crust, 219 
rigidity, plate tectonics, 74-75 
Rio Grande Rift, magnetic variation 

profiling, 200 
Roche limit, satellites, 6 
rocks 

carbon isotopes, 303-304 
hydrogen isotopes, 301 
oxygen isotopes, 299-302 

Rodriguez triple junction, plate 
rigidity, 74 

rotation, Earth, 41 
rotation reference frame, plate motion, 

75-78 
rubidium-87, half-lives, 274 
rubidium-strontium system, 

geochronology, 273-274 

S-waves 
mantle models, 99- 102 
residuals at core-mantle boundary, 95 
teleseismic distances, 127 

salinity, seawater, 320 
samarium-147, half-lives, 276 
samarium-neodymium system, 

geochronology, 275-276 
SantonianKampanian boundary, magnetic 

polarity time scale, 253 
Santonian through Aptian boundaries, 

magnetic polarity time scale, 253 
satellite laser ranging, plate motion, 

78-80 
satellites 

orbits, 4-7 
See also planetary satellites 

Saturn 
atmosphere, 332-333,335-336,338 
chemical composition of atmosphere, 

335-336 
geophysical data, 13 
gravity field, 11 

scintillation counting, radioactive 
isotopes, 272 

Scotia Sea plate, angular velocities, 72 
Scriniodinium dictyomm dinoflagellate 

datum, 254 
sea-floor spreading 

heat flow, 149-150 
rates, 68 

seafloor, thermal subsidence, 37 
seawater 

carbon isotopes, 302 
chemical composition, 321-323 
oxygen isotopes, 296-297 
physical properties, 320-324 
properties and composition, 320-345 

secular variations, magnetic field, 61 
sedimentary rocks, oxygen isotopes, 

300-301 
seismic models 

Earth, 88-103 
See also IASP model; PREM model 

seismic moment, quantification of 
earthquakes, 207,209 

seismic phases, traveltime, 129, 131-138 
seismic traveltime, tables, 126-143 
seismic velocity 

vs. depth, 90 
vs. radius for PREM model, 90 

seismic velocity data, Moon, 9 
seismic wave energy, earthquakes, 207 
seismic waves 

radiation pattern, 68 
See also P-waves; Pn-waves; S-waves 

seismograms, synthetic, linear 
amplitude vs. time after event, 
105 

seismology, free oscillations, 104-125 
SHlOcl7 model, seismic model, 100, 102 
SH425 model, seismic model, 100 
SHIWh4 13 model, seismic model, 102 
shergottite, nakhlite and chassignite 

meteorites, See SNC parent body 
Siberia 

mean paleomagnetic poles, 232 
mean paleopoles, 234 

Sidufjall Sub&on, 251 
Sierra Nevada 

electrical conductivity, 202 
plate and site motion, 83 

Silurian, magnetic polarity time scale, 
261 

Sinemurian, polarity chrons, 255 
singlets modes, free oscillations, 107, 

123-124 
SI units, geoelectricity, 346-355 
skin-depth concept, electromagnetic 

methods, 197-198 
slip, azimuth, 68-69 
slowness, tau spline, 128 
SLR, See satellite laser ranging 

SLS, See standard linear solid models 
SNC parent body, composition, 163 
solar-terrestrial interactions, 

electrical conductivity, 191 
solar nebula, chemical fractionation, 

161 
solar photosphere, elemental 

abundances, 167- 168 
solar system, l-3 1 

composition, 159-189 
elemental abundances based on 

meteorites and condensation 
temperatures, 165-166 

nuclide abundance, 169- 172 
solar wind, electrical conductivity, 

193-194 
solid Earth tide model, Earth rotation, 

365 
source fields, natural, external, 

electrical conductivity, 19 1 - 194 
source parameters, earthquakes, 207,209 
South America, mean paleomagnetic 

poles, 229-233 
Soviet magnetic polarity scale, 

Paleozoic, 261 
space-geodetic data, plate motion, 78-80 
space geodesy, Earth orientation, 356 
spectral analysis, volcanic gases, 310 
spectroscopy units, conversion factors, 

351 
spherical harmonics, magnetic field, 

49-50 
spherical models, seismic models, 90, 

92-93 
spheroidal modes 

Fourier amplitude spectrum, 106 
free oscillations, 104-106 
shear-energy density and 

compressional energy density, 118 
spin down, satellites, 6-7 
splitting modes, free oscillations, 107 
spreading rates 

oceanic crust, 2 15 
VLBI plate motion model, 80 

stable isotope ratios, 27 1 
stable isotopes, water-rock 

interactions, 292-307 
standard linear solid models, seismic 

models, 88-90 
Stokes coefficients, gravity, 32-33 
Stoneley modes, free oscillations, 117 
strain tides, 43-44 
stratopause, composition, 326 
stratosphere, composition, 326 
stripping technique, free oscillations, 

119 
structure coefficients, free 

oscillations, 120-121 
Stuneria platynota ammonite zone, 

254-255 
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subduction zones 
electrical conductivity, 203-204 
heat flow, 149-150 

sublimates, volcanic gases, 3 11 
sulfur dioxide, components of volcanic 

gases, 3 13 
Sumbawa earthquake, linear amplitude 

vs. frequency, 118-l 19 
Sun 

composition and origin, 159-161 
interior model, 27 
luminosity history, 27 
north pole of rotation, 15 
physical properties, 26 
precession, 361-362 

surface area, Barth, 9 
surface gravity 

Earth, 3 
tidal effects, 43-44 

tau spline, delay time, 128 
tectonics 

variations in volcanic gases, 3 12 
volcanoes, 308-309 

temperature, stable isotopes, 292-307 
temperature gradient, Earth, 144 
terrestrial planets 

composition, 162- 164 
geophysical data, 12 

Terrestrial Reference System, 3.57 
thermal conductivity, Barth, 144 
thermal models, marine heat flow, 

146-147 
thermal subsidence, seafloor, 37 
thermocline, seawater, 320 
thermosphere, composition, 326 
thorium-232 

decay, 286 
half-life, 278 
radioactivity, 283-291 

thorium-lead system, geochronology, 
277-279 

thorium 
abundance in Earth, 285 
decay series, 287 
isotopic abundances, 284 
typical bearing minerals, 284 

three-dimensional Earth structure, 
models, 96-99 

Thurmanniceras otopeta ammonite zone, 
254 

Thvera Subchron, 25 1 
Ticinella primula foraminifer zone, 

time scales, 253 
tidal acceleration 

satellites, 6-7, 16 
See also tidal potential 

tidal constituents, Earth, 42 
tidal friction, Earth, 6-7 
tidal potential, Earth, 40-43 
tidal response, Earth, 43-44 
tides 

Earth, 6-7,40-46 
Earth, effects of core and mantle, 45 
Earth rotation, 364 
See also gravity tides; ocean load 

tides; strain tides; tilt tides 
tilt tides, 43-44 
time units, 8 
Titan 

atmosphere, 333.337-338 
chemical composition of atmosphere, 

337-338 
Tithonian/Berriasian boundary, polarity 

chrons, 254 
Toarcian, polarity chrons, 255 
topography, low order, Moon, 10 

Earth, 32-39 
power spectrum vs. harmonic degree, 
38 
spherical harmonic normalized 
coefficients, 38 

seafloor, 37 
toroidal mode, free oscillations, 

104-106 
transform faults, submarine 

azimuth, 68 
plate motion, 75 

transition zone, Earth, 94-95 
traveltime, seismic waves, 126-143 
Triassic, Early, magnetostratigraphy, 

259 
Triassic, Middle and Late, polarity 

chrons, 255 
Triton, atmosphere, 338 
tropopause, composition, 326 
troposphere, terrestrial 

chemical composition, 329-330 
vertical concentration profiles for 

trace gases, 330 
troposphere, composition, 326 
TRS, See Terrestrial Reference System 
tsunamis, magnitude, 209,213 

United States, crustal thickness, 219, 
221 

units, see SI units 
universal constants, SI units, 351 
Universal Time, 356-357.359-360 
uranium-235 

decay, 286 
half-life, 278 
radioactivity, 283-291 

uranium-238 

decay, 286 
half-life, 279 
radioactivity, 283-291 

uranium-lead system, geocbronology, 
277-279 

uranium 
abundance in Earth, 285 
decay series, 287 
isotopic abundances, 284 
typical bearing minerals, 284 

Uranus 
atmosphere, 332-333,336-338 
chemical composition of atmosphere, 

336-337 
geophysical data, 13 
gravity field, 11 

Urey ratio, heat flow, 154 

V3 model, seismic model, 98 
ValanginianHauterivian boundary, 

polarity chrons, 254 
vapor phase minerals, volcanic gases, 

311 
Venus 

atmosphere, 325-326 
chemical composition of atmosphere, 

327 
composition, 162-163 
elemental abundances, 177-178 
geophysical data, 12 
gravity field, 11 
isotopic composition of atmosphere, 

328 
very long baseline interferometry, 

plate. motion, 74-75.78-80 
VLBI, See very long baseline 

interferometry 
volcanic activity, variations in 

volcanic gases, 3 12 
volcanic gases 

subaerial gas composition and flux, 
314-315 

subaerial volcanoes, 308-3 19 
volcanism, hotspots, 75,77-78 
volcanoes, subaerial, gases, 308-3 19 

wallrock alteration, volcanic gases, 311 
water-rock interactions, isotopes, 

292-307 
water, components of volcanic gases, 3 13 
WM13 model, seismic model, 100, 102 
wobble period, Earth, 7 

X-ray standards, SI units, 355 

zero wavenumber approximation, 
induction parameter, 198-199 
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